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Version Code SUBJECT CODE : 124
A QUESTION BOOKLET
SPECIFIC PAPER
(PAPER-II)
Time Allowed : 2 Hours Maximum Marks : 200
INSTRUCTIONS

1. Immediately after the commencement of the Examination, before writing the Question

Booklet Version Code in the OMR sheet, you should check that this Question Booklet
does NOT have any unprinted or torn or missing pages or questions etc. If so, get it
replaced by a complete ‘Question Booklet’ of the available series.

2. Write and encode clearly the Register Number and Question Booklet Version Code
A, B, Cor D as the case may be, in the appropriate space provided for that purpose
in the OMR Answer Sheet. Also ensure that candidate’s signature and Invigilator’s
signature columns are properly filled in. Please note that it is candidate’s
responsibility to fill in and encode these particulars and any omission/discrepancy
will render the OMR Answer Sheet liable for Rejection.

3. You have to enter your Register Number in the Register Number
Question Booklet in the box provided alongside.

DO NOT write anything else on the Question Booklet.

4. This Question Booklet contains 100 questions. Each question contains four responses
(choices/options). Select the answer which you want to mark on the Answer Sheet.
In case you feel that there is more than one correct response, mark the response which
you consider the most appropriate. In any case, choose ONLY ONE RESPONSE for each
question.

5. All the responses should be marked ONLY on the separate OMR Answer Sheet provided
and ONLY in Black or Blue Ballpoint Pen. See instructions in the OMR Answer Sheet.

6. All questions carry equal marks. Every question for which wrong answer has been
given by the candidate, 1/4th (0.25) of the marks assigned for that question will be
deducted.

7.  Sheets for rough work are appended in the Question Booklet at the end. You should not
make any marking on any other part of the Question Booklet.

8. Immediately after the final bell indicating the conclusion of the examination, stop
making any further markings in the Answer Sheet. Be seated till the Answer Sheets are
collected and accounted for by the Invigilator.

9. Questions are printed both in English and Kannada. If any confusion arises in the
Kannada Version, refer to the English Version of the questions. Please Note that in
case of any confusion the English Version of the Question Booklet is final.

Use of Mobile Phones, Calculators and other Electronic/Communication
gadgets of any kind is prohibited inside the Examination venue.
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Probability can take values
(1) —ooto oo

(2) Otol

(3) —otol

4) -1tol

The probability that a leap year
will have 53 Sundays is

1
(0 7

~ [

(2)
3) 33

“4) 33

The probability of throwing an

odd sum with two fair dice is
1

(D 7z

2) 16

3 1

1
@) 3

4.

(3-A)

If x is a random variable E(e%) is
known as

(1) Characteristic function
(2) Moment generating function

(3) Probability generating
function

(4) All of the above

1 1
Given that P(A) = 3 P(B) = e

1
P(A/B) = & the probability
P(B/A) is equal to

(D

2)

Al A=

1
3) 3

(4) None of the above

If for a binomial distribution
b(n, P), n =4 and also P(X =2) =
3P(X = 3), the value of P is

9
M 17

2) 1
1
3 3

(4) None of the above
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For a normal curve, the Q.D.,

M.D. and S.D. are in the ratio
(1) 5:6:7

(2) 10:12:15

(3) 2:3:4

(4) None of the above

The chi-square distribution curve

in respect of symmetry is

(1) Negatively skew

2)

Symmetrical

3)

Positively skew

(4) Any of the above

Ordered statistics is a sequence of
(1) Observations
(2) Ranks

Natural numbers

3)

4)

Integers

-

10. Significance

11.

12.

A)

of a  simple

correlation coefficient can be

tested by
(1) t-test
(2) z-test
(3) x>3-test
(4) F-test

The line of regression intersect at

the point

(D &y

2) (x,y)

(3) (0,0)
@ (1,1
The of Auto

another name

correlation is

(1) Biserial correlation

(2) Serial correlation

(3) Spearman’s correlation

(4) None of the above
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(1) rp3=T13
(2) rp3=153
(3) r;3=15

(4) rp3=1p3,

&, jSeoodets® ) SeRYSO 1, =
0.7, 113 = 0.6 &35 1,3 = 0.5 eswman

R 3039

(1) 0.74
(2)
3)

4)

0.50

0.57

0.84

(6-A)
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The partial correlation coefficient

I, 34 18 called

(1) Zero order partial correlation

(2) First order partial correlation

(3) Second order partial
correlation

(4) Third order partial
correlation

Which of the following relation is

correct ?

(1) 11534 =134
(2) 1153=1y3
() 13=1p3

(4) rp3=rp3,

In a trivariate population rj, = 0.7,
r;; = 0.6 and r,; = 0.5, then the
value of R ,5 18

(1) 0.74

(2) 0.50

(3) 0.57

4) 0.84

16. The layout

17.

18.

(7-A)

A C A B

C B C D

B A D A

D D B C

Stands for

(1) Cross order design

(2) Randomised block design
(3) Latin square design

(4) None of the above

Latin square design controls

(D
2)
3)
4)

Two way variation
Three way variation
Multiway variation

No variation

Main tools of statistical quality

control are

(D
2)
3)
4)

Shewhart charts
Acceptance sampling plan
Both (1) and (2)

None of the above
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A curve showing the probability 22,
of accepting a lot of quality P is
known as
(1) OC curve
(2) ASN curve
(3) Compertz curve
(4) None of the above

: 23.
The total number of basic
solutions of a system of linear
equations with two equations and
four variables is
(1 3
(2) 6
3) 9
(4) None

24.

A transportation problem will
have feasible solution
(1) Total supply < Total demand
(2) Total supply > Total demand
(3) Total supply = Total demand
(4) Total supply + Total demand

9-A)

At EOQ level, the Ordering Cost
(OC) and Carrying Cost (CC) are

(1) Equal
(2) OC more than CC
(3) CC 1s more than OC

(4) Not related in anyway

In time series analysis most
frequently used mathematical
model is

(1) Additive model
(2) Multiplicative model
(3) Mixed model

(4) All of the above

A linear trend shows the business

movement of a time series towards
(1) Growth

(2) Decline

(3) Stagnation

(4) All of the above
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28.

29.

30.

(10-A)
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Fisher’s Ideal formula does not

satisfy

(1) Time Reversal test
(2) Circular test

(3) Factor Reversal test

(4) Unit test

Purchasing power of money is

estimated by the formula
(1) Price Index x 100

) Money Income
(2) Consumer Price Index

x 100

100
3) Price Index

Price Index
@) 7100

If the index number for 1990 to the
base 1980 1s 250, the index number
for 1980 to the base 1990 is

(1) 4
(2) 40
(3) 400

(4) None of the above

28.

29.

30.

(11-A)

In India, the collection of wvital
statistics started for the first time

in

(1) 1920
(2) 1886
(3) 1969

(4) 1946

A population have constant size

and composition is called a
(1) Stable population

(2) Stationary population
(3) Continuous population

(4) Discrete population

A life table is most utilised by
(1) Life Insurance Companies

(2) General Insurance

Companies
(3) Employment Exchanges

(4) All of the above
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(3) 0.203
1
2 7 4) 0333
19
(3) 49
34. T9TEPOTTE ToaREN0IN WTIRAT
(4) % IR Zony SRy, 100 3

DMCHCNY 400. 85 =0T PVTITIOD

32. eabyss wEoRd Stoieomod 120 moomod FognmjSon  shees

Sesm 2 Omy @R 20wt o 7
BeexgpeosmNment 200 JpEe ) %
QoS BRodd 5 BeeR Jpos
BA® O Hozow B0 2)

NG

(1) 0.785

(2) 0.875 )

(3) 0.578

N | —

4)

4) 0.705
124 (12 - A)
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32.
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A bag contains 4 white and 33.
3 black balls. Two draws of 2
balls are successively made, the
probability of getting 2 white balls
at first draw and 2 black balls at
second draw when the balls drawn
at first draw were replaced is

3
I 3

1
@ 3

19
3 3

2
(4) 25 34.
Find the probability that at most 5
defective fuses, will be found in a
box of 200 fuses, if experience
shows that 2 percent of such fuses
are defective.
(1) 0.785
(2) 0.875
(3) 0.578
4) 0.705

(13- A)

Suppose that the length of a phone
call in minutes is an exponential

random variable with parameter

1
= o

immediately ahead of you at a

If someone arrive
public telephone booth, find the
probability that you will have to

wait between 10 to 20 minutes.
(1) 0.323
(2) 0.233
(3) 0.203
(4) 0.333

If a number of items produce in a
factory during a week is a random
variable with mean 100 and
variance 400. What is an upper
bound on the probability that this
week’s production will be at least
120 ?

(D

N | —

N

2)

W | =

3)

N | —

4)
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35. eJpeoder dETBodn (n + 1)p oo 37. Sdewot T 1 16) amnt =o¥

e BTN Beed S ? ST,

(I) P{IT,—1t©)I>¢}=1

(1) m
(2) lim P{IT,-1t0)I<e}=1
(2) m-1labsym-2 (3) lim P {IT,—1(0)I<e} =0
n— o
(3) mabzym-1 (4) 3 agmp
4 m-1lapgym-1 38. agzbewo? T, & 1(0) & SngEAES
R
(1) V(T,) + bias
36. X CVICReMEY ngoBodsy P(X =0) = (2) [V(T,) + bias]?
PX=2)=p;PX=1)=1-2p (3) [V(T,]? + bias
for 0 < p < 2 p ob oo I (4) V(T + [bias]?

Var(X) nog ?
39. 30¥3 wEOm AORNY A

(1) p=0 IR, HITHEH FFod 0.04 cm.
25 ROHNY o méow@? Sieprie)
1
2) p= 5 SOA 4.5 cm. 95% HZFOH W
Hoaz) m%@&
3) p =% (1) 4.5%0.004
(2) 4.5%0.0016
1
4) p= 3 (3) 4.5%0.078
4) 45+£02
124 (14 - A)
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Identify the mode of binomial
distribution when (n + 1)p is an

integer.

(1) m

(2) m—1landm-2

(3) mandm-1

4) m—-landm-1

Let wvariable X have the

distribution P(X = 0) = P(X = 2) =

e —

p;PX=1)=1-2pforO0<p<

For what p is the Var(X) is

maximum ?

() p=0

1
2) p=3

W [N

3) p=

1
4 p=3

37.

38.

39.

(15-A)

The simple consistency of an

estimator T, of 7(0) means :
(I) P{IT,—1t©)I>¢}=1

(2) 1lim P{IT, —t(®)l<e}=1

n— oo

3) lim P{IT,—1(®) <€} =0

n— oo

(4) All of the above

Mean squared error of an

estimator T, of ©(0) is expressed as
(I) V(T,) + bias

(2) [V(T,) + bias]?

(3) [V(T)]? + bias

(4) V(T,) + [bias]?

The diameter of the cylindrical
rods is assumed to be normally
distributed  with
0.04 cm. A sample of 25 rods has

a mean diameter of 4.5 cm. 95%

variance of

confidence limits for population

mean arc

(1) 4.5+0.004
(2) 4.5+0.0016
(3) 4.5+0.078
4) 45+02
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Sign test is desired to compare 42.
two things under which of the
following circumstances ?

(1) When there are pairs of
observations on two things
being compared

(2) For any given pair, each of
the two observations is made
under similar extraneous
conditions.

(3) Different pairs are observed
under different conditions.

(4) All of the above

The following test statistic is used

for testing the equality of two

population means when the
sample size is small and unknown
population variances :
X-Y
(1) z=
{L Lj
S
o, 43.
X-Y
(2) t=
Z(L L]
(o] +
n, n,
3) t= X-Y
3 2[1 1]
Syl o+~
n; Ny
I )
@ =5
1,2
n;, m
(17-A)

In sequential probability ration
test (SPRT) for testing H, : 6 = 6,
against H; : 6 = 6, which of the

following decision is not correct ?

(1) Accept H,

iflog A < log(l—ELOJ =b

(2) Reject Hy if

1-B
log A, > log( ] =a
o
(3) Accept Hjif
_l3_] _
log A, 2 log(1 o= b

(4) Continue sampling if

b<logh, <a

The analysis of variance is a
powerful statistical tool for testing
the

(1) Homogeneity of several
means
(2) Linearity of the fitted

regression line

(3) Significance of correlation

ratio

(4) All of the above
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44, ATV, RECFTEANS Y = aXb

45.

124

TR0 Tead BROTT[OT Ty TONR
GRE DPRTE  BRAONY
0TI 23eTITY)

=™NE

(1) XU =nA +bXV and
YUV = AXV + brV?
(2) LU=A+bXZV and
YUV = ATV + bV
(3) XU=nA+XVand
YUV = AXV + bXV?
(4) XU =nA +XV2and

YUV = AYV2 + bZV3

B2 B 1} 0T e BodeodnR ATE
TNECTTRTE), 3T wﬁgmgﬁ%}o
S S0 20T aae%ﬁ’ 3eTOT).
= %‘% O3RYT BDRCRAOTIT ATIRD
[NE BRINY Sbeaiﬁ% ?

k

O\ 5 X

2
Bj + 0,

v
€

2) o

k 2 2
(3) —h—lzai + O,

(4) 8 oRPTe ©Y

46.

47.

(18-A)

X, X, % X, N 0o
SIOPNFNGY, PN BBROWOF
romozmy X, 33 X, ne 3@F X,
o SeDeod OB,

BResrmn X B3y X, nd [@3
RRURT

) Tjp = I3 I3

(1) r153= \/(1 B r@ (1 - r§3)
) T1p =3 I3

(2) rps= \/(1 . 1’?2) (1 - 1’%3)

Ijp =T33

RV (FEA((PE=S

(4) 83 3eOT o3P TH BY

QN DTT BO3RETIIVOD
VG0N ABR0LOT I0RS0N
QYR S5 FUNT SRS =0E,
LBUBEIT. ORI & RWeTTD

8X — 10Y + 66 = 0 =03y 40X —
18Y =214. X &3y Y n¢ S5, 23¢3
Q2 ?

>l
I
=
=< |
I
=

(D

pd
Il
w
< |
I
o

2)

X
Il
0
< |
I
3

3)

X
Il
w
< |
I
o

4)
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44. Identify the normal equations to

45.

124

estimate the parameters by using
principal least square method in

fitting of a power curve Y = aXP

(D

2)

3)

4)

In two-classification with single
observation
expectations of various sum of

squares 1s required to test the null

YU =nA +bXV and
YUV = AXV + brV?
YU=A+DbXV and
YUV = AXV + bXV
YU =nA + XV and
YUV = AXV + bXV?
YU =nA +XV?and
YUV = AYV2 + bZ V3

per  cell,

hypothesis. =~ Which  of the
following expression is
expectations of mean sum of
square due to error ?

k BN/ 2
() 7_7ZBj+o;

2
(2) o,

k 2 2
3) h-1 Yo, + 0,
(4) None of the above

(19-A)

the 47

46. If X;, X, and X, are three

the

correlation coefficient between X,

variables  then partial

and X, after eliminating the linear
effect of X, on each of X, and X,

1s denoted as

) Tjp =T31p3

(1) r153= \/(1 B r@ (1 - r§3)
) Ijp —Ty3 I3

(2) 155= \/(1 N 1’?2) (1 - 1’%3)

Ip —T31p3

(3) Tips :\/(1 N r@ (1 + r§3>

(4) None of the above

. In a partially destroyed laboratory

record of an analysis of

correlation data, the following
The
regression equations 8X — 10Y +
66 = 0 and 40X - 18Y = 214.
What are the mean values of X

and Y ?

results only are legible.

(1) X=13,Y=17
2) X=13,Y=19
3) X=15,Y=17
4) X=13,Y=13

3@ Teachingninja.in



48.

49.

124

33 IINI HO8T), TOIDIY, WTW@

%30% mysoweﬁﬁ%? ErelAlelo]
TOBROIND I &Y I, NI,

méoﬁeﬁ mg gmmﬁ n, m@g n,

BTN WFS
11 —-1,
(1) Z= 2
n
21— 1,
@) Z= 1 1
\/n1—1+n2—1
2, -1,
3) Z= 1 1
n1—3+n2—3
1, -1,
4) Z= 1 N
n-3 n,-3

méowgﬁ T-Joa%oﬁmow@ow 83033%033

FoeJEeoDB00 =000
3R03WDZ0NY BABFFUODITHBT

(1) dbdamd‘dﬂd A OQONT
(2) mmmé’fm ROKON®
(3) (1) a3y (2) avwe

4) (1) vzwe (2) 2Ten vy

50.

S1.

(20-A)

’%‘*’3 NOE Q0D ATY ofmcg)?%é

MWOQOPIY  DOTIE DYy
RosnwE, 4 oPAAE AT W,

REXESSHRLS

(1) 12
2) 8
3) 4

4) 16

Sepas  BBF

edReIeRITD
WOBOT Fpo  FOIT  0IWGYE

mysoe‘;:gon@ O]

nN;S;
D m=3Ns.

[\

nN.S.

1

p—

(2) n.

1

ENST

1

nN.

1

iTENS.

3) n

(4) 8 c3RYne ¥y
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The following statistic is used to

test the significance of the
difference  between the two
independent sample correlation

coefficients r; and r, of sample

sizes n, and n, respectively :

(1) Z=

1
n,-3 n,-3

2
b
=

Probability of selection of a
sample from a population varies at

each subsequent draw in

(1) Sampling without

replacement
(2) Sampling with replacement
(3) Both (1) and (2)
(4) Neither (1) nor (2)

50. The number of possible sample of

S1.

(21-A)

size two under simple random
sampling with replacement from

the population of size 4 units as

1 12

2) 8

3) 4

4) 16

The sample size under Nayman’s
optimum allocation in stratified

random sampling is

nN;S;
(D m=¥Ns,
nNiSi2
(2) n; = 2
TN;S;
nN;
) M=¥Ns,

(4) None of the above
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@oﬁm@ﬁ% e‘bms—m’zs S%ﬁ%f %& =}

ISNSINGO o3> RedY ?
(1) Saexws®

(2) ong)zé)eﬁdsa

(3) Qa3

(4) %2e0% AoHoes

Bl IWATY B IINT WD
FOWT TOTNYIY 0393 E3eEaFe308d
BRelny 2033 TEINCODIOTD
IFEORLD  FT ST GTOTIODIY

BRTTN WHT SRV !

(1) CD = tOc(error d.f)
@030 TR e3eE ot

+ SE o

SRFNE

2) CD =F
©03C AT 3 shoest

+ SE oy

a(error d.f.)

SRGRTE

(3) Ch = toc(treatment d.f) * SE

ObEp, @oIT ATD e’
B0t IRV

(4) 8 oRPTR wY

54.

SS.

22-A)

Aoes Spfa 88 USL = 20 a3y

LSL = 8. oxcecss Spfn® sna

X =16 35 23S s = 2. LA

B NS spEdy Femwded

BT/ ROBCRCHS (ép) o3

>
Il

(1) C,=10

o>
1
b
(@)

@ ¢,

>
Il
[y
N

3) ¢,

4 C.=33

033053 OURTION ABECSD a0S03N,
AR LPOTRT, WB3R0AT B8 TFNT

2083TIFTE, 1} T3 W ?

(1) USL - LSL > 60, Rug

Speplatan) mqﬁa@" VIXN

(2) USL -LSL =60, 533 motseds

(3) USL - LSL < 60, dd¢
FBoDRy,  NWBII T
ESpIcieledvld

4) USL - LSL > 60,
NOEFIONT, YVTHEI ST
ESpIcieledvld
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Which of the following is not

principles of an experimental

design ?

(1) Replication

(2) Randomization
(3) Precision

(4) Local control

In design of experiment the

following multiple comparison

tests are used to determine, which

of the treatment pairs differ

significantly ~when the null 55

hypothesis is rejected ?

(1) CDh = tOt(error d.f) # SE of
difference  between  two
treatment means

(2) CDh = F(x(error d.f.) # SE of
difference  between  two
treatment means

(3) CD = toc(treatment d.f) * SE of
difference  between  two
treatment means

(4) None of the above

23-A)

54. For a

certain  process the

USL = 20 and the LSL = 8. The

observed process average, X = 16,
and the standard deviation, s = 2.
the

Based on available

information the process capability

AN
ratio/indices (Cp) 18

(1) €,=10
2 €,=20
(3) C,=14
4 €,=33

Which of the following comparison
of specification limit with the
natural tolerance limits does not

leads to the following inferences ?

(1) USL - LSL > 60, there is a
likelihood of better production

(2) USL - LSL = 60, this is an

1deal situation

(3) USL - LSL < 60, does not
ensure that the production

will meet the specification

(4) USL - LSL > 60, does not
ensure that the production

will meet the specification
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QTR BRODY :

a. YOZVFTT 1.
o=",

ﬁae,_'é) —m’osjéoja
BRCRIIONENY
9ITOSD

b. msééoja 1. ™&E° oest
TorpRg 0%, Bmerds
—N’omdéé
C. M&®IC il ‘é’% SLLEY
CARIMCISA Mo ARV

d. Sz 1v. @oe3’ mséé‘ﬁ’

:3093zS méoaeﬁ LE] 8 751 8 Y8
—N’omdéé
a b C d

(D) i iv i i
Q) iii iv i i
3) i i iii v

@ i iv i i

TRTO 030083 AGEENT A, B o)
C nd wés-gosa QPNNSD RO
wés—g"osa@ FTIODE AT LR
T &Apaa 100 mogdns 5325;3?3@0533
wgzmon 0.95, 0.90 ==y 0.80
sNad. Fdon ?B%odammﬁ 100
M0&3 TI0DNE AWE AT %’omwéé’

(1) 0.684

(2) 0.784

(3) 0.864

(4) 0.648

58. (t- 1) szeonTIM oSBT 2509

59.

(24 - A)

oBHETHE Boplseans, (t — 1) - ‘¢

90300 ﬁmw&@oﬁa@ 3&& o
N N

FOLRTFZ R0 DYIRIRWIOW
2GRy WD

M Po="

@ ="

3) Pc(t):M(tl)v[_(tl\iI(I)_ D

(4) 8 oPPTR &Y

FNTU’ THINY VT N e,_‘%'% =g]

ZINT 03P FOOHY ?

(1) ==z Pog I  MOKETTD

SRTOOHI
(2) 3% pefried <’ IRROORTD

3) %‘%Qp&sﬁ‘m?mm RNCTT RN

NCRHTETINTISY

(4) X, B303nvd wbms,snyn
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124

a. Producer’s 1. The maximum

Risk number of
allowable
defective in a
lot
b. Probability ii. The probability
of that the good
acceptance lot will be
rejected.
c. Consumer’s iii. The probability
Risk of accepting
bad lot.
d. Acceptance iv. The probability
number that the
sampling will
accept the lot.
a b ¢ d

(D) i iv i i
Q) i iv i i
3) i i i v

@ i iv i i

Suppose a system consists of three
mechanical devices A, B and C
that operates in series system and
the reliability of each devices will
function for 100 hours are 0.95,
0.90 and 0.80 respectively. What
is the probability that the system
will function without failure for
100 hours ?

(1) 0.684
(2) 0.784
(3) 0.864
4) 0.648

58. The probability that an equipment

59.

(25-A)

survived till age (t — 1), will fail
during the interval (t — 1) to ‘t’
can be defined as conditional

probability of failure. It can be

given by
(1) P,t)= M(tlxié)__ll)w(t)
@ ="t
@) PO

(4) None of the above

Which  of the  following

characteristics of canonical form

1S not true ?

(1) The objective function is of

maximization type
(2) All constraints are “<” type

(3) All constraints are expressed

as equations

(4) All variables X, are non-

negative
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BUB  &way 3e0on DTRRETH
DO BRI BPLART Bezs), g
@o noednR 40 ToZ wths. DTWRE
2} TS TORen moedn 50 Tod
SIDERY  Fod  HITBAWTHE
H0ODT Qﬁﬁ%@ﬁ e‘bmé@sﬁ%}ﬁ
[Boiep D DI BORTITIRLED.
é)m@soﬁa ROIRO To030E WIY.

(1) 4.8 dozneh
(2) 4.5 dEAT
(3) 4.0 dawsned

(4) 5.0 dow|NH

RO AT TRRLDoWIY @wd
SRANOTT.  MFTIT>  TORI®
B30 noe3k 10 o023
SRE,  ©OREY
MBIONS

O0ZT. B3
Qe N
TOLCOLIND TWRGE 4 AT,
B 3908 BPITH 23063 G WIVNIOD
BeTETIITY ATITIHE IR, ?

(1) 67%
(2) 69%
(3) 68%
4) 65%

62.

63.

(26 - A)

a ma@a’@ TOGEEE 30T BOBAOID

O30T ZIIN WOBNYTY IRET 3090E3
= T 10,000, swcedont JS8 =@
350N I 25 mons 233 Io9Rd vt

Boe3d 3o 12.5% T, 35 B

SEOR WIXET SEET® SR
(1) ooa&czs 4 sEeon
(2) =P&cT 6 SBETTN
(3) =P&ET 5 sweTnd

(4) Do&cs 3 BTN

FORTRAN spemodogd A6 x =

20, a = 20 =8 b = 40. y

3dode 2

y =a*x + b**2/x QAN
(1) 8.0

(2) 12.0

(3) 16.0

4) 64.0
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Students arrive at the head office
of BUB according to a Poisson
input process with a mean rate of
40 per hour. The time required to
serve a student has an exponential
distribution with a mean of 50 per
hour. Assume that the students are
served by a single individual. The

average waiting time of a student is
(1) 4.8 minutes
(2) 4.5 minutes
(3) 4.0 minutes

(4) 5.0 minutes

The Silver Spoon Restaurant has
only two waiters. Customers arrive
according to a Poisson process with
a mean rate of 10 per hour. The
service for each customer is
exponential with mean of 4 minutes.
On the basis of this information, the
expected percentage of idle time for

each waiter.
(1) 67%
(2) 69%
(3) 68%
4) 65%

62.

63.

(27-A)

The New Tech. Hardware
Company sells hardware items,
the annual sales = I 10,000,
Ordering cost = X 25 per order,
carrying cost = 12.5% of average
inventory value. Based on the
following information the number

of order per year is

(1) 4 order per year
(2) 6 order per year
(3) 5 order per year

(4) 3 order per year

In a FORTRAN program we have
set x = 2.0, a=2.0 and b = 4.0.
What is the value of y if :

y =a™x +b* ¥ 2/x ?
(1) 8.0

(2) 12.0

(3) 16.0

4) 64.0

3@ Teachingninja.in



64.

65.

124

dony BRTY =TT Gmeeste
0WYF HREATES [0 TN
iy BURY ADEF FARN ADEF
WBNTY W, 00O,
edearion® wmt  dean®
ST, YU TE Beees®
Sooews, BIMORY Puad B,
TR0 BTHIT. R DY wéééojaﬁ%?o
OB RTINS 83 FFNT Fow HOD
FITRITHITS

VR

(1) Begoe=d THe
(2) ©=® Ty
(3) ©@AOHT DOV

(4) 83O o3P TH B

<} fm%é ROIRD SN BRT DI
ST 3, F02E3, TN 3.08
DT 3.55 Q@ ) FINY  wtRT

ToIR0 3.72 IJATL ToNR DRTI0D
3, BRRER ARRTS Rrt3os

(1) 98.7 3 95.3
(2) 110.8 w33 95.3
(3) 99.7 3 95.3

(4) 98.7 =3y 100.3

66.

67.

(28 -A)

eWo® S Reros Hosl, wmS
HBee30 3LROIPATHI

(1) eEe Fed DIy wFe T

ARWOT Tw’o@%ﬁ%

2) A’ =

o

S WYy YR =T

(@]
al
2l

o&%ﬂ%ﬁo

(3) ooz

4) o FeS DI Qo» &3

ARWOT %’o&%ﬁ%

NNP BRING mwéo%‘ﬁ@l ﬁéés
SREWTW. & soHNPomaN Fuy
?’)Jazséoéﬁ%?o FOR) waegosa eﬁﬁ%
PSR, 83 IINTYNEE oI

o=Re St aé%iﬁ’ RPTTINTOH I 7

(1) enE® B Rees ez Tosd,

(2) SPTES® 2® e ApW03

NO&%

(3) =R

A NJ«)ZB:SOE NO@323

(4) e=O® Rer308 Fosd,

3@ Teachingninja.in



64.

65.

124

Sales and profit of a departmental
stores in first week of month,
certain items have more sale in
particular season like ice cream in
summer, rain coasts in rainy
season, woollens in winter season
etc. all such variations in a time
series come under the following

time series component/s :
(1) Long term trend

(2) Short term trend

(3) Irregular fluctuations

(4) None of the above

The quarterly average values for
first and third quarter is 3.68 and
3.55 respectively and grand
average value for all quarter is
3.72. Then the seasonal index for

first and third quarters are
(1) 98.7and 95.3

(2) 110.8 and 95.3

(3) 99.7and 95.3

(4) 98.7 and 100.3

66.

67.

(29-A)

The Fisher’s price index number
is nothing but the geometric mean
of

(1) Laspeyre’s and Paaschey’s

price index numbers

(2) Laspeyre’s and Walsch’s

price index numbers

(3) Laspeyre’s and Marshal

Edgeworth  price  index

numbers

(4) Laspeyre’s and Kelly’s price

index numbers

The index numbers can be
computed by using different type
of weights. Due to those choices
some of these index numbers
satisfy certain tests. Which of the
following index number/s satisfies

the factor reversal tests ?
(1) Laspeyre’s index number

(2) Marshal index

number

Edgeworth

(3) Paaschy’s index number

(4) Fisher’s index number
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Bekodne REFNY ehd Tead EASIEN
m@% Seadnsd deadosw D =0y
e"jj@gf 30 23e BT TeLodpeny _‘N)O&% S

DI T Tekodee XeFS TS P,
mdﬁ%@’a@ BeRodnee REFNY

23e@d D = p? — 8p + 46 =3y wde
ADODTY FPTF oDy Tekodee
A3 1 S = 42 — 4P. Ty TO
(1) P=2

2) P=4

(3) P=3

4) P=1

Oont LTIy, B ARIHR

NVTOSRCNR AFEDRUTIT

(1) et OOmS Hoadmte 2ty
zsmioa%m VDD LNTS

(2) ey PORS Hoadnte ey
TPONT %’o@jém QTR

LTS

(3) ety W&HFoNT %’o&%m 2ot3),
)YTORT ﬁ’o&%m RYoRN
LTS

4) 23, H&BoT —Aiosjérm 2ot
zsm’ozﬁém VDD TS

70. wERoan, BEH, S IINT oINS

71.

(30-A)

HowoFwy VoD ?

(1) NRR = GRR
(2) NRR >GRR
(3) NRR < GRR

(4) NRR < GRR

QT 3O zsm’oaj‘é esp] a Uo B3 I
&sﬁzjomé TOOB NNP DRENG W03

Ros3,030 S IVNFHRY AAURIT

(1) =o% =S Roeod

(2) o3P BB RoUOFRVETHDZ

3) a3 AT AOWOR

(4) PNz "T BoWOP
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68. The demand curve and supply
curve of a number of radio sets
demand is D and number of radio
sets supplied is S and price per
radio set is P. In the market the
demand for the radio sets is
D = p? — 8p + 46 and at the same
time supply law for the radio set is
S =42 — 4P. The equilibrium price

1S

(1) P=2
2) P=4
3) P=3
4) P=1

69. The sex ratio can be computed by

using the following formula :

(1) The ratio of total number of
males to the total number of

population.

(2) The ratio of total number of
males to the total number of
females.

(3) The ratio of total number of

females to the total number

of males.

(4) The ratio of total number of
females to the total number

of population.

70. Which of the following relation

71.

124 (31-A)

does not satisfies for the

population growth ?
(1) NRR = GRR
(2) NRR > GRR
(3) NRR <GRR

(4) NRR < GRR

Bivariate data relating to Indian

population and Chinese

population in different years

indicates

(1) Simple correlation
(2) No correlation

(3) Spurious correlation

(4) Partial correlation
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10 =AN®THE 2ot ™hodow 2
TRNY  TRTO0DTY,  SRodwRNE.

QT BPTO NITHOIN

(1) 5 InTORTR), BeoBTHIT

(2) 20 SPEONGY, BRoATHIS

(3) 45 SO, BRoATHIS

(4) 90 ZToNISY, BeodTozd

75.

A 3% B nw odm3de o0m
FRINYINTT, &n
(1) P(AuB)=P(A) + P(B)
(2) P(A U B) = P(A) + P(B) -

P(A N B)
(3) P(A U B) = P(A) + P(B) -

P(A) - P(B)
4) P(AuB)=P(A)-PB)

(32-A)

74. SBT3

RO BRCRT
AOZITCODZ0ID 0L VLR ATHEIOD
wrioh DR Foylmeon3odn P
e:sﬁzgc?, QRN JEOND FOWOT )

(1) Deans,3 SrTEOZS

(2) RO
BeBROHI

(T3 QATION)

(3) BeanBIBYRD CHBHOTHIF

(4) 0359y B¢ HoWoFTATOIH DY
Xy Xy X,  QR)ND

N(u,

omq)aég TREO  SNTOIR. en W

mmsé

n

DITEWOT o?) 3183

3y 62 Wil ROBRPE BPHIODTY

BROOTOT  @omaway  (sufficient

statistics) eNTOYH T

() X
2) X
(3) IX; 3 IX.

4) TX; egm IX
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If we have a population of 10 74.
items, then the  sampling
distribution of samples of 2 items
would consists of
(1) 5 samples
(2) 20 samples
(3) 45 samples
(4) 90 samples
75.

If A & B are any two events, then
(1) P(AuB)=P(A) + P(B)
(2) P(A u B) = P(A) + P(B) -

P(A N B)
(3) P(A u B) =PA) + P(B) -

P(A) - P(B)
4) P(AuB)=P(A)-PB)

(33-A)

The relationship between

probability of type I error o, and

probability of type II error B is
(1) Linear

(2) Trade-off

(3) Non-linear

(4) No relationship

If x|, x,.....x, 1s a random sample

from N(U, 62), then the sufficient

statistic for | and 62 are

1) =X,
2) X

2
(3) XX, and XX,

2
(4) XX, orXX;

3@ Teachingninja.in



76.

77.

124

S BAg M BPeond, ey

03,8 UM 23S0y, o

R2RSNREETT.

(1) 3noZosny, 8oz
(2) B30 ez
3) =weowyiez Bos

(4) 33 ¥z

X Qo om%ag)%’ ?je)is"mﬁcgtf

EIX — Al o3» é?bﬁ@ m&gsd@d@o, A

23e3030 AT,

(1) X

(2) 33
3) wwz

“4 0

78.

79.

34-A)

22) TN 0% wWhoRd =9
@ONODTY, TIPS, Y 2onT

oS T 400 = MRS wEI

RQTTH. AYWIES Wt I 80
SF=L3E, =9 WBRTHT

AogimeodZosn 0.6 @mgd o«

VBIN 38@%3 nYIZo3N
ESTYITOT.
(1) ¥320
(2) T220
3) 0
@) T112
1
Xyy Xgpe..X, nd f(x, 0) = o

(0 <x <00, 0>0) Mmoo 3R
oﬁm%&é}% SPED03PNTT, B & No
mzsééoda 0% Ty (MLE)

X = STTOOD RoIAD

(1) 6

A

(2) 6=2Xx==RE0 Qg Bod Sn

3) é = X = BT &m0
ébezs;s-e‘%

4) 6 = x, = Gegms IPFO
ébezs;s-e‘%
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In Charne’s big method, a large
(negative) price UM is associated

to

(1) Slack variable

(2) Surplus variable

(3) Basic variable

(4) Artificial variable

If X is a random variable, then

EIX — Al is minimum when A is

(1) X

(2) Median

(3) Mode

“ 0

78.

79.

(35-A)

A boy sells raincoats on road side.
He may earn X 400 a day if it
rains. Otherwise he loses X 80 a
day. If the chance of not raining is
0.6, then the expected earning of

the boy is
(1) %320
(2) %220
3) 0

@) T112

be a random

Let x;, X5,....x,

1
sample from f(x, 0) = o

(0<x <o, 0>0), then mLE for 0 is

(1) é = X = sample mean

A

(2) 6 = Xx = sum of sample

observations
N

3) 6 = X = smallest sample
observation
N

4 0 = X = largest sample
observation
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80. x,, x, Msb M, H3TB N(UU, 62)

81.
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Alelnficiatal omcg)%s mdaojmﬁcng,

o2 % (I - o) 100% o=Rs
SNF0ITIIR TO®E RO WFRT
DTTHBO3D

(I) Chi-square 2808 sNTHIA
(2) =PRPF, QBTBOIPNTHIE
(3) t-QITBOIPNTLIZA

(4) F-2308030nc3d

2,00 FYFOT (o) BReT) SAHZ oD,
w2y CReNoDRY O3S  FosT
Tl PRyl BReN ATV TIN
C[IWEIRUIONDD.  BWS AN
@3 &  Jen  @ody. &3

APETHD

(1) BreRIPO2 Jeac oD
(2) 13¢ TTO0H BeeR
3) 11 3e =PTOOH BreR

4) e2ob dees

82.

83.

(36-A)

2083 w"@@%odasad 83 FINS RomIe T

a)e;:b-egé’
(1) o238 w3ty Toes R
(2) o2 RoIROOHTy HOY RN

3) eI N "Z0Z 2030

2 =

w@@ﬁz}.’w@a

4) &eis‘gﬂ%fa o@%&%}%’mﬁﬁo&@e
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80. (1 — o) 100% confidence interval

81.

124

02, when a random sample
X,....X, is drawn from N(u, 62) is

obtained using

(1) Chi-square distribution
(2) Normal distribution
(3) t-distribution

(4) F-distribution

In a cancer hospital a patient after
diagnosis decided to be positive
for cancer. But actually he was not
having it. What is the type of error

associated with the decision ?
(1) Erroneous decision

(2) Type I error

(3) Type II error

(4) Usual error

82. A run testis used

83.

(37-A)

(1) to test population median
(2) to test population mean

(3) to test independence of

attributes

(4) to test randomness of

observations

The analysis of variance technique

was originally developed by
(1) Karl Pearson

(2) R.A. Fisher

(3) J. Neyman

(4) None of the above
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87. 9T

88.

(38-A)
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8S.

86.

124

In RBD the degrees of freedom

associated with error, sum of

squares is (r = number of rows,

¢ = number of column)
(1) @d-D(-1)
(2) -1

(3) (-1

4) rc-1

Latin squares are most widely

used in the field of
(1) Astronomy
(2) Medicine

(3) Industry

(4) Agriculture

While preparing control charts we

generally use

(1) 2o limits

(2) 1.96 sigma limits
(3) 30 limits

(4) 2.58 sigma limits

87.

88.

(39-A)

A researcher in business studies
wishing to draw a sample from
sequentially numbered invoices,
uses a random point, then he
draws every 30" invoice. In this

case he has drawn a sample.
(1) Sequential
(2) Systematic

(3) Simple random

(4) Stratified

In fitting of a straight line trend

Y =a+ bx, the value of slope

b remains unchanged by change of
(1) Scale

(2) Origin

(3) Both origin & scale

(4) None of the above
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89. Suppose a random sample of 36 91. Consumer price index numbers

items is selected from a are obtained by using

population with standard deviation

1) L ’s formul
of 12. If the sample mean is 98, (1) Laspeyre’s formula

then the 95% confidence interval (2) Paasche’s formula

for the population mean is

(3) Fisher’s formula
(1) 94.08 to 101.92

(2) 92.85to 103.15 (4) Marshall-Edgeworth formula

(3) 97.351t0 98.65

(4) 90200 105.00 92, If a random variable X has

Hotellings T-squared distribution

90. The Laspeyre’s and Paasche’s e X ~ T12),m then [m—mp + 1} <

Index numbers are examples of
follows

(1) Simple aggregative method
(1) t-distribution
(2) Average of price relative

method (2) wy?-distribution

(3) Weighted aggregative
(3) F-distribution

method

(4) None of the above (4) None of the above

124 41-A)
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94.

124

efomc  SPRT o  Qeond 95. wom Ipp o»® BFS &
oP NT@ VonT WS (A < B) niey,
3 IPNT  Rmowopdomw  Fom (1) Swenins Bus amzd
S BODITHIT
(1) A=log _l3_] . (2) BRHABBUT BUT OFYTS
oAl T
B = log I—Ecﬁ] (3) 2ATZB030Y, WUT AT
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(2) A=log Taj HR (4) Tesd BUT TS
1-—
B =log —Ej
04
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©0mR30HQT Fwes Beessy (3) SBERRPT odeeed A
(1) 1.57 SN
(2) 246
3) 0.52 (4) edT oIPYTE BY
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93. In Walds SPRT, the two constants 95.
of the stopping rule A & B
(A < B) are determined by the
relation

Ctaol B
(1) A=log - and
1—
B =log —Ej
10
l-o
(2) A=log B ]and
1—
B =log —ﬁj
o
3 A=—2—andB=132
S 1-B - B
l-a o
4) A= B andB=1_ 96.

94. A simple random sample of size
10 1s drawn without replacement
from a population having 90 units.
If the mean and S.D. of the sample
observations are 40 and 5
respectively. Then the estimate of
the standard error of the sample
mean is
(1) 1.57
(2) 246
(3) 0.52
4) 5.0

124 43-A)

In an lpp the non-zero variables in

a BFS are called

(1) Basic variables

(2) Non-basic variables
(3) Slack variables

(4) Surplus variables

Whenever the cost matrix of an

assignment problem is not a

square matrix, then the problem is

called as

(1) Balanced AP
(2) Unbalanced AP
(3) Modified AP

(4) None of the above
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99.

100.

(44 - A)

Ipp o 20w TWOTTY Z = CX,

st. Ax = b, X 2 0 op 2v3zay
SAGRADHIZ. Fortode B NI

PO3ZT[, NOFRBIHIT.

2 [5) -0

(1) Z*=-Z=-CX st. AX = b,

X >0

(2) Z* = Z = CX s.t. AX = b,
X >0

(3) Z* = Z = CX s.t. AX < b,
X >0

(4) B0eOFT oInPHTR WY

SQC & 3IINITITYy TS =oEW
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The cost of maintaining a
machine is given as a function
increasing with time, and it’s
scrap value is constant. Then the
average annual cost will be
minimized by replacing the
machine when

(1) the average cost to date is
less than the current maintain
cost

(2) the average cost to date
becomes equal to the current
maintenance cost

(3) Previous year maintenance
cost 1s less than current
maintenance cost

(4) Previous year maintenance
cost is equal to current
maintenance cost

In a M/M/T (</FIFO) is a queue
with Poisson input with parameter
with
parameter U, with single channel.
Queue capacity being infinite with

A

first in first out system, if p = —,

T

then average length of the queue
E(n) is given by

A, exponential  service

99.

100.

2 n
a = S 2 (1-p)p
_b
45-A)

In an Ipp a solution which
minimizes the function Z = CX,

s.t. Ax = b, X = 0 also maximizes

the function

(1) Z*=-7Z=-CXs.t. AX = b,

X >0

(2) Z* =7 = CX s.t. AX = b,
X>0

(3) Z* = Z = CX s.t. AX < b,
X >0

(4) None of the above

SQC helps us in detecting

(1) Chance variation

(2) Total variation

(3) Assignable variation

(4) Error variation
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