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124 (2 - A) 

1. ÜÈåÒÊ·æÔåÏ¼ð²ìåê ÊðÑð²ìåêê

(1) –∞ …ÒÁµå ∞

(2) 0 …ÒÁµå 1

(3) –∞ …ÒÁµå 1

(4) –1 …ÒÁµå 1

2. ƒÁ·™’å ÔåÚÈå¤ÁµåÑ–Ó 53 Ê·æÄåêÔæ²µå˜µåâ–²µåêÔå

ÜÈåÒÊ·æÔåÏ¼ð

(1) 
1

7

(2) 
2

7

(3) 
2

53

(4) 
52

53

3. Š²µå µ́åê ôðÄæÆÁµå µ́ðñÜÈó µ̃åâÿåÄåêÆ ŠÜÈðÁµæ˜µå ÊðÜÈå

Ôðë¼å¾ Ê²µåêÔå ÜÈåÒÊ·æÔåÏÅé²ìåê¼ð

(1) 
1

4

(2) 
1

16

(3) 1

(4) 
1

2

4. x ŠÄåêÆÔåíúÁµåê ²ìåìæÁµåï¡¥’å ôå²µåÊðÑð²ìåìæÁµå²µð

E(etx) ŠÄåêÆÔåíúÁµåê

(1) ÕØÚÈå± Ç·ÈåÑÄå

(2) ÔðëÔðêÒ¯ó ‡¼æÉÁµå’å Ç·ÈåÑÄå

(3) ÜÈåÒÊ·æÔåÏ¼ð  ‡¼æÉÁµå’å Ç·ÈåÑÄå

(4) …Ôåíú˜µåâÿåÑ–Ó ŠÑÓÔåî

5. P(A) =
1

3
, P(B) = 

1

4
, P(A/B) = 

1

6

„˜™ÁµæÂ˜µå P(B/A) …Áµå’ð” ÜÈåÔåê

(1) 
1

4

(2) 
3

4

(3) 
1

8

(4) …Ôåíú˜µåâÿåÑ–Ó ²ìåìæÔåíúÁµåë ƒÑÓ

6. ÊðñÄæÕê²ìåêÑó Õ¼å²µå¹ð µ̃ð b(n, P), n = 4

Ôåê¼åê¾ P(X = 2) = 3P(X = 3) „Áµå²µð P

ÊðÑð²ìåêê

(1) 
9

11

(2) 1

(3) 
1

3

(4) …Ôåíú˜µåâÿåÑ–Ó ²ìåìæÔåíúÁµåë ƒÑÓ
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1. Probability can take values

(1) –∞ to ∞

(2) 0 to 1

(3) –∞ to 1

(4) –1 to 1

2. The probability that a leap year

will have 53 Sundays is

(1) 
1

7

(2) 
2

7

(3) 
2

53

(4) 
52

53

3. The probability of throwing an

odd sum with two fair dice is

(1) 
1

4

(2) 
1

16

(3) 1

(4) 
1

2

4. If x is a random variable E(etx) is

known as

(1) Characteristic function

(2) Moment generating function

(3) Probability generating

function

(4) All of the above

5. Given that P(A) =
1

3
, P(B) = 

1

4
, 

P(A/B) = 
1

6
, the probability 

P(B/A) is equal to 

(1) 
1

4

(2) 
3

4

(3) 
1

8

(4) None of the above

6. If for a binomial distribution

b(n, P), n = 4 and also P(X = 2) =

3P(X = 3), the value of P is

(1) 
9

11

(2) 1

(3) 
1

3

(4) None of the above
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7. ÜÈæÔåìæÄåÏ Ôå’åÐ²µðé•ÿð µ̃ð Q.D., M.D. Ôåê¼åê¾ 

S.D. ƒÄåêÇÈæ¼å 

 (1) 5 : 6 : 7 

 (2) 10 : 12 : 15 

 (3) 2 : 3 : 4 

 (4) …Ôåíú˜µåâÿåÑ–Ó ²ìåìæÔåíúÁµåë ƒÑÓ 

 

8. ÜÈåÔåêÕê½˜µð ÜÈåÒÊÒÁ·™ÜÝÁµåÒ¼ð ¡-Ôå˜µå¤ 

Õ¼å²µå¹æ ²µðé•ÿð²ìåêê  

 (1) ‰ê¹æ¼åÍ’åÔæ˜™ ƒ¼åÑ 

 (2) ÜÈåÔåêÕê½²ìåêÁµåê 

 (3) Á·µåÄæ¼åÍ’å ƒ¼åÑ 

 (4) …Ôåíú˜µåâÿåÑ–Ó ²ìåìæÔåíúÁµæÁµå²µåë 

 

9. ’åÐÔåêÊÁµåÂÃ µ̃ðëâ–ÜÝÁµå ƒÒ“-ƒÒ×åÔåíú 

ƒÄåê’åÐÔåêÔæÁµå 

 (1) Õé’åÛ¹ð 

 (2) ²µæÏÒ’åê˜µåâÿåê 

 (3) Äðñ¦ ÜÈåÒ•ÿðÏ˜µåâÿåê 

 (4) ÇÈåî¹æ¤Ò’å µ̃åâÿåê 

10. ÜÈå²µåâÿå ÜÈåßåÜÈåÒÊÒÁ·µå µ̃åê¹æÒ’å Áµå Ôåêßå¼åÖÔåÄåêÆ 

ÇÈå²™é“ÛÜÈåêÔåíúÁµåê 

 (1) t-ÇÈå²™é’ðÛ 

 (2) z- ÇÈå²™é’ðÛ 

 (3) χ2- ÇÈå²™é’ðÛ 

 (4) F- ÇÈå²™é’ðÛ 

 

11. àÒ¦²™’ð ²µðé•ÿð µ̃åâÿåê ÜÈåÒÁ·™ÜÈåêÔå Ê–ÒÁµåê  

 (1) (x, y) 

 (2) (
–
x, 

–
y) 

 (3) (0, 0) 

 (4) (1, 1) 

 

12. ÜÈåÖ²ìåêÒ ÜÈåßåÜÈåÒÊÒÁ·µåÁµå …ÄðëÆÒÁµåê ßðÜÈå²µåê  

 (1) ÊðñÜÝé²™²ìåêÑó ÜÈåßåÜÈåÒÊÒÁ·µå 

 (2) ÜÈå²µåº ÜÈåßåÜÈåÒÊÒÁ·µå 

 (3) ÜÝÉ²ìåê²µó ÔåêÄó ÜÈåßåÜÈåÒÊÒÁ·µå 

 (4) …Ôåíú˜µåâÿåÑ–Ó ²ìåìæÔåíúÁµåë ƒÑÓ 
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7. For a normal curve, the Q.D., 

M.D. and S.D. are in the ratio  

 (1) 5 : 6 : 7 

 (2) 10 : 12 : 15 

 (3) 2 : 3 : 4 

 (4) None of the above 

 

8. The chi-square distribution curve 

in respect of symmetry is  

 (1) Negatively skew 

 (2) Symmetrical 

 (3) Positively skew 

 (4) Any of the above 

 

9. Ordered statistics is a sequence of  

 (1) Observations 

 (2) Ranks 

 (3) Natural numbers 

 (4) Integers 

10. Significance of a simple 

correlation coefficient can be 

tested by 

 (1) t-test 

 (2) z-test 

 (3) χ2-test 

 (4) F-test 

 

11. The line of regression intersect at 

the point  

 (1) (x, y) 

 (2) (
–
x, 

–
y) 

 (3) (0, 0) 

 (4) (1, 1) 

 

12. The another name of Auto 

correlation is  

 (1) Biserial correlation 

 (2) Serial correlation 

 (3) Spearman’s correlation 

 (4) None of the above 
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13. „ÒØ’å ÜÈåßåÜÈåÒÊÒÁ·µå ˜µåê¹æÒ’å r12.34 ŠÒÁµåê 

ßðéâÿåêÔåíúÁµåê 

 (1) ×åëÄåÏ’åÐÔåê „ÒØ’å ÜÈåßåÜÈåÒÊÒÁ·µå 

 (2) ÇÈæÐÁ¿·µåÕê’å „ÒØ’å ÜÈåßåÜÈåÒÊÒÁ·µå 

 (3) Á™Ö½é²ìåê’å „ÒØ’å ÜÈåßåÜÈåÒÊÒÁ·µå 

 (4) ¼åï½é²ìåê „ÒØ’å ÜÈåßåÜÈåÒÊÒÁ·µå 

 

14. † ÜÈåÒÊÒÁ·µå˜µåâÿåÑ–Ó ²ìåìæÔåíúÁµåê ÜÈå²™ ? 

 (1) r12.34 = r13.24 

 (2) r12.3 = r21.3 

 (3) r13 = r23 

 (4) r12.3 = r13.2 

 

15. ð̄ÐûñÔðé²™²ìðêé¯ó ÇÈæÇÈåíþÏÑðéÚÈåÅÆÄåÑ–Ó r12 = 

0.7, r13 = 0.6 Ôåê¼åê¾ r23 = 0.5 „Áµæ µ̃å 

R1.23 ÊðÑð 

 (1) 0.74 

 (2) 0.50 

 (3) 0.57 

 (4) 0.84 

16. ÕÄæÏÜÈå 

A C A B 

C B C D 

B A D A 

D D B C 

 ÜÈåë¡ÜÈåêÔåíúÁµåê 

 (1) ƒ´µå¶’åÐÔåê ÕÄæÏÜÈå 

 (2) ²ìåìæÁµåï¡¢é’åï¼å ›å®’å ÕÄæÏÜÈå 

 (3) ÑæÏ°Äó Ôå˜µå¤ ÕÄæÏÜÈå 

 (4) …Ôåíú˜µåâÿåÑ–Ó ²ìåìæÔåíúÁµåë ƒÑÓ 

 

17. ÑæÏ°Äó Ôå˜µå¤ ÕÄæÏÜÈå Å²ìåêÒ½ÐÜÈåêÔåíúÁµåê 

 (1) Á™ÖÔåêê• ÔåÏ¼åÏ²ìåêÄå 

 (2) ½ÐÔåêê• ÔåÏ¼åÏ²ìåêÄå 

 (3) ÊßåêÔåêê• ÔåÏ¼åÏ²ìåêÄå 

 (4) ÔåÏ¼åÏ²ìåêÄåÕÑÓ 

 

18. ÜÈåÒ•ÿæÏ’åÑÄå µ̃åê¸ Ôåê®± Å²ìåêÒ¼åÐ¸Áµå 

ÇÈåÐÁ·µæÄå ÜÈæÁ·µåÄå µ̃åâÿåê  

 (1) ÚÝéÔæ¯ó¤ ôæ¯ó¤  

 (2) §ÇÝÉ¼å ÔåìæÁµå²™²ìåê ²ìðëé¦Äð 

 (3) (1) Ôåê¼åê¾ (2) Š²µå µ́åë 

 (4) † ²ìåìæÔåíúÔåî ƒÑÓ 
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13. The partial correlation coefficient 

r12.34 is called  

 (1) Zero order partial correlation 

 (2) First order partial correlation 

 (3) Second order partial 

correlation 

 (4) Third order partial 

correlation 

 

14. Which of the following relation is 

correct ? 

 (1) r12.34 = r13.24 

 (2) r12.3 = r21.3 

 (3) r13 = r23 

 (4) r12.3 = r13.2 

 

15. In a trivariate population r12 = 0.7, 

r13 = 0.6 and r23 = 0.5, then the 

value of R1.23 is 

 (1) 0.74 

 (2) 0.50 

 (3) 0.57 

 (4) 0.84 

16. The layout 

A C A B 

C B C D 

B A D A 

D D B C 

 Stands for 

 (1) Cross order design 

 (2) Randomised block design 

 (3) Latin square design 

 (4) None of the above 

 

17. Latin square design controls 

 (1) Two way variation 

 (2) Three way variation 

 (3) Multiway variation 

 (4) No variation 

 

18. Main tools of statistical quality 

control are  

 (1) Shewhart charts 

 (2) Acceptance sampling plan 

 (3) Both (1) and (2) 

 (4) None of the above 
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19. §ÒÁµåê ˜µåêÒÇÈåÄåêÆ P ˜µåê¸Ôåê®±ÕÁµæÂ µ̃å 

§ÇÈåíþÉÔå ÜÈåÒÊ·æÔåÏ Ôå’åÐ²µðé•ÿð²ìåêÄåêÆ 

àé˜µðÄåÆÑæ˜µåêÔåíúÁµåê  

 (1) OC ²µðé•ÿð  

 (2) ASN ²µðé•ÿð 

 (3) ’æÒÇÈå¯ó©¤ ²µðé•ÿð 

 (4) † ²ìåìæÔåíúÔåî ƒÑÓ 

 

20. ²µðé•–é²ìåê ÜÈåÕêé’å²µå̧ ˜µåâÿå Š²µå µ́åê 

ÜÈåÕêé’å²µå̧ ˜µåâÿåê Ôåê¼åê¾ ÄæÑê” ôå²µå˜µåâÿå §®ê± 

ÔåêëÑ ÇÈå²™ßæ²µå˜µåâÿåê  

 (1) 3 

 (2) 6 

 (3) 9 

 (4) ²ìåìæÔåíúÁµåë ƒÑÓ 

 

21. ÜÈæ˜µå¹æ ÜÈåÔåêÜÈðÏ²ìåêê ’æ²ìåê¤ÜÈæÁ·µåùÏ ÇÈå²™ßæ²µå 

ÔåíúâÿåäÁµæÂ˜µåÑê  

 (1) §®ê± ÇÈåî²µðñ’ð < §®ê± Êðé ™́’ð 

 (2) §®ê± ÇÈåî²µðñ’ð > §®ê± Êðé ™́’ð 

 (3) §®ê± ÇÈåî²µðñ’ð = §®ê± Êðé ™́’ð 

 (4) §®ê± ÇÈåî²µðñ’ð + §®ê± Êðé ™́’ð 

22. EOQ Ôåê®±ÁµåÑ–Ó „´µå¤²™Ò˜µó ’æÜÈó± (OC) 

Ôåê¼åê¾ ’æÏ²™ÎêÒ µ̃ó ’æÜÈó± (CC) ˜µåâÿåê  

 (1) ÜÈåÔåê 

 (2) OC ²ìåêê CC ˜™Ò¼å ƒÁ·™’å 

 (3) CC ²ìåêê OC ˜™Ò¼å ƒÁ·™’å 

 (4) ÇÈå²µåÜÈåÉ²µå ÜÈåÒÊÒÁ·µåÔðé …ÑÓ 

 

23. ’æÑÜÈå²µåº Õ×ðÓéÚÈå¹ð²ìåêÑ–Ó ÇÈåÁµðÇÈåÁµðé Êâÿå’ð 

„˜µåêÔå ˜µåº¼å ×æÜÈå¾ø’ð” ÜÈåÒÊÒÁ·™ÜÝÁµå ÔåìæÁµå²™  

 (1) ÜÈåÒ’åÑÄå ÔåìæÁµå²™ 

 (2) µ̃åê¸’åÁµå ÔåìæÁµå²™ 

 (3) Õê×åÐ ÔåìæÁµå²™ 

 (4) † ŠÑÓÔåî 

 

24. ÔåàÔæ®ê ôæÑ–¾²ìåêÑ–Ó ²µðé•–é²ìåê ÇÈåÐÔåï½¾ 

’æÑ ÜÈå²µåº²ìåêÑ–Ó ’åÒ´µåê Ê²µåêÔåíúÁµåê  

 (1) ÊðâÿåÔåº˜µð 

 (2) ’åêÒ²¿™¼å¼ð 

 (3) ÜÝÀ²µå 

 (4) † ŠÑÓÔåî 
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19. A curve showing the probability 

of accepting a lot of quality P is 

known as  

 (1) OC curve  

 (2) ASN curve 

 (3) Compertz curve 

 (4) None of the above 

 

20. The total number of basic 

solutions of a system of linear 

equations with two equations and 

four variables is  

 (1) 3 

 (2) 6 

 (3) 9 

 (4) None 

 

21. A transportation problem will 

have feasible solution 

 (1) Total supply < Total demand 

 (2) Total supply > Total demand 

 (3) Total supply = Total demand 

 (4) Total supply + Total demand 

22. At EOQ level, the Ordering Cost 

(OC) and Carrying Cost (CC) are  

 (1) Equal 

 (2) OC more than CC 

 (3) CC is more than OC 

 (4) Not related in anyway 

 

23. In time series analysis most 

frequently used mathematical 

model is  

 (1) Additive model 

 (2) Multiplicative model 

 (3) Mixed model 

 (4) All of the above 

 

24. A linear trend shows the business 

movement of a time series towards 

 (1) Growth  

 (2) Decline 

 (3) Stagnation 

 (4) All of the above 
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25. Ç·ÝÚÈå²µó Äå „Áµå×å¤ ÜÈåë¼åÐ …ÁµåÄåêÆ ÇÈæÑ–ÜÈåÁµåê 

 (1) ’æÑ ÕÇÈå²ìåê¤²ìåê ÇÈå²™é’ðÛ 

 (2) Ôåï½¾é²ìåê ÇÈå²™é’ðÛ 

 (3) ƒÒ×å ÕÇÈå²ìåê¤²ìåê ÇÈå²™é’ðÛ 

 (4) ²ìåêëÅ¯ó ÇÈå²™é’ðÛ 

 

26. ßå¸Áµå ’ðëâÿåêäÕ’ð ÜÈæÔåêÁ¿·µåùÏ¤Áµå ÜÈåÕêé’å²µå̧   

 (1) Áµå²µå ÜÈåëôåÏÒ’å × 100 

 (2) 
ßå¸Áµå „Áµæ²ìåê

˜µæÐßå’å Áµå²µå ÜÈåëôåÏÒ’å × 100 

 (3) 
100

 Áµå²µå ÜÈåëôåÏÒ’å 

 (4) 
Áµå²µå ÜÈåëôåÏÒ’å

100
 

 

27. 1990 ²µå ÜÈåëôåÏÒ’å ÜÈåÒ•ÿðÏ²ìåêê 1980 ²µå 

„Á·µæ²µåÁµå ÔðêéÑð 250 „˜™ÁµåÂ²µð 1980 ²µå 

ÜÈåëôåÏÒ’å ÜÈåÒ•ÿðÏ 1990 ²µå „Á·µæ²µåÁµåÑ–Ó  

 (1) 4 

 (2) 40 

 (3) 400 

 (4) † ²ìåìæÔåíúÁµåë ƒÑÓ 

28. ¦ÖÑÒ¼å ÜÈåÒ•ÿæÏ’åÑÄå ÜÈåÒ˜µåÐßåÔåíú Ê·æ²µå¼åÁµåÑ–Ó 

ÔðëÁµåÑ Êæ²™˜µð „ÁµåÁµåêÂ  

 (1) 1920 

 (2) 1886 

 (3) 1969 

 (4) 1946 

 

29. ¦ÄåÜÈåÒ•ÿðÏ²ìåê ÜÝÀ²µå̃ µæ¼åÐ Ôåê¼åê¾ 

ÜÈåÒ²ìðëé¦ÄðÎêÒÁ™ÁµåÂ²µð ƒÁµåê  

 (1) ÜÝÀ²µå ¦Äå ÜÈåÒ•ÿðÏ 

 (2) ÜÈåÀ ™̃¼å ¦Äå ÜÈåÒ•ÿðÏ 

 (3) Å²µåÒ¼å²µå ¦Äå ÜÈåÒ•ÿðÏ 

 (4) ÕÕ’å¾ ¦Äå ÜÈåÒ•ÿðÏ 

 

30. ¨éÔåÄå ÇÈå°±²ìåêÄåêÆ Êßåê¼ðé’å Êâÿå’ð 

Ôåìæ´µåêÔåÔå²µåê 

 (1) ¨éÔå ÕÔåìæ ’åÒÇÈðÅ˜µåâÿåê 

 (2) ÜÈæÔåìæÄåÏ ÕÔåìæ ’åÒÇÈðÅ µ̃åâÿåê 

 (3) ‡ÁµðëÏé˜µå ÕÅ²ìåêÔåê ’ðéÒÁµåÐ˜µåâÿåê 

 (4) ÔðêéÑ–Äå ŠÑÓÔåî 
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25. Fisher’s Ideal formula does not 

satisfy 

 (1) Time Reversal test 

 (2) Circular test 

 (3) Factor Reversal test 

 (4) Unit test 

 

26. Purchasing power of money is 

estimated by the formula  

 (1) Price Index × 100 

 (2) 
Money Income

Consumer Price Index
 × 100 

 (3) 
100

Price Index
 

 (4) 
Price Index

100
 

 

27. If the index number for 1990 to the 

base 1980 is 250, the index number 

for 1980 to the base 1990 is  

 (1) 4 

 (2) 40 

 (3) 400 

 (4) None of the above 

28. In India, the collection of vital 

statistics started for the first time 

in 

 (1) 1920 

 (2) 1886 

 (3) 1969 

 (4) 1946 

 

29. A population have constant size 

and composition is called a  

 (1) Stable population 

 (2) Stationary population 

 (3) Continuous population 

 (4) Discrete population 

 

30. A life table is most utilised by  

 (1) Life Insurance Companies 

 (2) General Insurance 

Companies 

 (3) Employment Exchanges 

 (4) All of the above 
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31. 4 Ê–â–²ìåê Ôåê¼åê¾ 3 ’å²™²ìåê ôðÒ µ́åê˜µåâÿåê 

§ÒÁµåê ¡éÑÁµåÑ–ÓÔð. ¼åÑæ Š²µǻ µåê 

ôðÒ´µåê˜µåâÿåÒ¼ð Š²µǻ µåê Êæ²™ ¼ð˜µðÁµæ˜µå 2 Ê–â– 

ôðÒ´µåê ÔðëÁµåÑ ¼ð µ̃ð²ìåêêÕ’ð²ìåêÑ–Ó 2 ’å²™ 

ôðÒ´µåê˜µåâÿåê Š²µå µ́åÄð²ìåê ¼ð˜µå²ìåêêÕ’ð²ìåêÑ–Ó 

Ê²µåêÔåíúÁµåê ÔðëÁµåÑ ¼ð µ̃ð²ìåêêÕ’ð²ìåê 

ôðÒ´µåê˜µåâÿåÄåêÆ Ôåê²µåêÇÈåî²µðñÜÝÁµæ˜µå 

 (1) 
3

7
 

 (2) 
1

7
 

 (3) 
19

49
 

 (4) 
2

49
 

 

32. ƒÄåêÊ·åÔåÁµå „Á·µæ²µåÁµåÑ–Ó ÇÈð°±˜µð²ìðëÒÁµå²µåÑ–Ó 

×ðé’å µ́æ 2 ²µåÚÈåê± Ç·ÈåùîÏÜÈåê˜µåâÿåê 

ÁµðëéÚÈåÇÈåî¸¤Ôæ˜™²µåêÔæ˜µå 200 Ç·ÈåùîÏÜÈó 

…²µåêÔå ÇÈð°±˜µð²ìåêÑ–Ó 5 ÁµðëéÚÈå ÇÈåî¸¤ 

Ç·ÈåùîÏÜÈó ˜µåâ–²µåêÔå ÜÈåÒÊ·æÔåÏ¼ð²ìåêê  

 (1) 0.785 

 (2) 0.875 

 (3) 0.578 

 (4) 0.705 

33. Áµåë²µåÔæº ’å²µð²ìåê ƒÔåÁ·™²ìåêê ²ìåìæÁµåï¡¥’å 

›æ½é²ìåê ÔåÏ¼åÏ²ìåêÔæ˜™ÁµåêÂ ÇÈåÐôåê²µå γ = 
1

10
. 

Áµåë²µåÔæº Êë½ÄåÑ–Ó §ÊÌ²µåê ÅÔåêÍ ÔåêêÒÁµð 

…ÁµæÂ˜µå ÅéÔåíú ’æ²ìåêÊðé’æÁµå ƒÔåÁ·™ 10 

²™ÒÁµå  20 ÕêÅ®ê˜µåâÿå ƒÒ¼å²µåÁµåêÂ 

 (1) 0.323 

 (2) 0.233 

 (3) 0.203 

 (4) 0.333 

 

34. Ôæ²µåÔðîÒÁµå²µåÑ–Ó ’æ•ÿæ¤Äð²ìåêê ‡¼æÉÁ™ÜÝÁµå 

²ìåìæÁµåï¡¥’å ÔåÏ¼åÏ²ìåêÔåíú ÔåìæÁ·µåùÏ 100 Ôåê¼åê¾ 

ÔåÏ¼åÏ²ìåê 400. † Ôæ²µåÁµå ‡¼æÉÁµåÄð²ìåê 

120 …²µåêÔåÒ¼ð ÜÈåÒÊ·æÔåÏ¼ð²ìåê ÔðêéÑê 

ÊòÒ´µó ‹Äåê ? 

 (1) 
1

2
 

 (2) 
1

4
 

 (3) 
1

3
 

 (4) 
1

5
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31. A bag contains 4 white and           

3 black balls. Two draws of 2 

balls are successively made, the 

probability of getting 2 white balls 

at first draw and 2 black balls at 

second draw when the balls drawn 

at first draw were replaced is 

 (1) 
3

7
 

 (2) 
1

7
 

 (3) 
19

49
 

 (4) 
2

49
 

 

32. Find the probability that at most 5 

defective fuses, will be found in a 

box of 200 fuses, if experience 

shows that 2 percent of such fuses 

are defective. 

 (1) 0.785 

 (2) 0.875 

 (3) 0.578 

 (4) 0.705 

33. Suppose that the length of a phone 

call in minutes is an exponential 

random variable with parameter           

γ = 
1

10
. If someone arrive 

immediately ahead of you at a 

public telephone booth, find the 

probability that you will have to 

wait between 10 to 20 minutes. 

 (1) 0.323 

 (2) 0.233 

 (3) 0.203 

 (4) 0.333 

 

34. If a number of items produce in a 

factory during a week is a random 

variable with mean 100 and 

variance 400. What is an upper 

bound on the probability that this 

week’s production will be at least 

120 ? 

 (1) 
1

2
 

 (2) 
1

4
 

 (3) 
1

3
 

 (4) 
1

5
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35. ÊðñÄæÕê²ìåêÑó Õ¼å²µå¹ð²ìåêê (n + 1)p ²ìåêê 

ÇÈåî¹æ¤Ò’åÔæ˜™ÁµæÂ˜µå Ôðëé´µó ŠÚÈåê± ? 

 (1) m 

 (2) m – 1 Ôåê¼åê¾ m – 2 

 (3) m Ôåê¼åê¾ m – 1 

 (4) m – 1 Ôåê¼åê¾ m – 1 

 

36. X ÔåÏ¼åÏ²ìåêÔåíú Õ¼å²µå¹ð²ìåêÄåêÆ P(X = 0) = 

P(X = 2) = p; P(X = 1) = 1 – 2p 

for 0 ≤ p ≤ 
1

2
. p ²ìåê ²ìåìæÔå ÊðÑð µ̃ð 

Var(X) ˜µå²™ÚÈå³ ?  

 (1) p = 0 

 (2) p = 
1

2
 

 (3) p = 
2

3
 

 (4) p = 
1

3
 

37. ŠÜÝ±Ôðêé®²µó Tn ˜µð τ(θ) …ÁµæÂ˜µå ÜÈå²µåâÿå 

’åÅÞÜÈð±ÅÞ 

 (1) P {|Tn – τ(θ) | > ε} = 1 

 (2) lim
n → ∞

 P {|Tn – τ(θ) | < ε} = 1 

 (3) lim
n → ∞

 P {|Tn – τ(θ) | < ε} = 0 

 (4) † ŠÑÓÔåî 

 

38. ŠÜÝ±Ôðêé®²µó Tn Áµå τ(θ) Äå ÔåìæÁ·µåùÏÔå ™̃¤¼å 

ÁµðëéÚÈå 

 (1) V(Tn) + bias 

 (2) [V(Tn) + bias]2 

 (3) [V(Tn)]
2 + bias 

 (4) V(Tn) + [bias]2 

 

39. ’ðëâÿåÔð „’æ²µåÁµå ÜÈå²µåâÿåê µ̃åâÿå ÔæÏÜÈåÔåíú 

ÜÈæÔåìæÄåÏ Õ¼å²µå¹ð²ìåê ÔåÏ¼åÏ²ìåê 0.04 cm. 

25 ÜÈå²µåâÿåê˜µåâÿå §ÒÁµåê ÜÈæÏÒÇÈåÑó Äå ÜÈå²µæÜÈå²™ 

ÔæÏÜÈå 4.5 cm. 95% Õ×åÖÜÈåÅé²ìåê Õê½ 

ÜÈåÒ•ÿæÏ ÔåìæÁ·µåùÏ’ð”  

 (1) 4.5 ± 0.004 

 (2) 4.5 ± 0.0016 

 (3) 4.5 ± 0.078 

 (4) 4.5 ± 0.2 
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35. Identify the mode of binomial 

distribution when (n + 1)p is an 

integer. 

 (1) m 

 (2) m – 1 and m – 2 

 (3) m and m – 1 

 (4) m – 1 and m – 1 

 

36. Let variable X have the 

distribution P(X = 0) = P(X = 2) = 

p; P(X = 1) = 1 – 2p for 0 ≤ p ≤ 
1

2
. 

For what p is the Var(X) is 

maximum ?  

 (1) p = 0 

 (2) p = 
1

2
 

 (3) p = 
2

3
 

 (4) p = 
1

3
 

37. The simple consistency of an 

estimator Tn of τ(θ) means : 

 (1) P {|Tn – τ(θ) | > ε} = 1 

 (2) lim
n → ∞

 P {|Tn – τ(θ) | < ε} = 1 

 (3) lim
n → ∞

 P {|Tn – τ(θ) | < ε} = 0 

 (4) All of the above 

 

38. Mean squared error of an 

estimator Tn of τ(θ) is expressed as 

 (1) V(Tn) + bias 

 (2) [V(Tn) + bias]2 

 (3) [V(Tn)]
2 + bias 

 (4) V(Tn) + [bias]2 

 

39. The diameter of the cylindrical 

rods is assumed to be normally 

distributed with variance of               

0.04 cm. A sample of 25 rods has 

a mean diameter of 4.5 cm. 95% 

confidence limits for population 

mean are  

 (1) 4.5 ± 0.004 

 (2) 4.5 ± 0.0016 

 (3) 4.5 ± 0.078 

 (4) 4.5 ± 0.2 
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40. Š²µå µ́åê ÔåÜÈåê¾˜µåâÿåÄåêÆ ßðëéÑ–ÜÈåêÔå ÜÈðñÄåê 

ÇÈå²™é’ðÛ ²ìåìæÔå ÜÈåÒÁµåÊ·å¤ÁµåÑ–Ó ƒÇÈðé’åÛºé²ìåê ? 

 (1) ¦ÿðëé ™́ Õé’åÛ¹ð˜µåâÿåÄåêÆ Š²µå µ́åê 
ÔåÜÈåê¾ µ̃åâÿå ’åê²™¼åÒ¼ð ßðëéÑ–ÜÝÁµæ˜µå  

 (2) ²ìåìæÔåíúÁµðé ÅÁ™¤ÚÈå± ¦ÿðëé´™˜µð Š²µå µ́åê 
Õé’åÛ¹ð²ìåê ¼åÑæÔåÄåêÆ ÜÈæÁµåï×å ÊæßåÏ 
ÜÈåÒÁµåÊ·å¤ÁµåÑ–Ó ’ðñ˜µðëÒ´µæ˜µå  

 (3) ÕÊ–·ÄåÆ ÜÈåÒÁµåÊ·å¤˜µåâÿåÑ–Ó ÕÊ–·ÄåÆ 
¦ÿðëé ™́˜µåâÿåÄåêÆ Õé“ÛÜÝÁµæ µ̃å  

 (4) † ŠÑÓÔåî 

 

41. † ’ðâÿå ™̃Äå ÇÈå²™é’æÛ ÜÈåÒ•ÿæÏ’åÑÄåÔåÄåêÆ 
Š²µå µ́åê ÜÈåÒ•ÿæÏ ÔåìæÁ·µåùÏ˜µåâÿå ÜÈåÔåìæÄå¼ð 
ÇÈå²™é’ðÛ µ̃æ˜™ Ôåìæ ™́Áµæ˜µå ÜÈæÏÒÇÈåÑó ÜÈðñ¦ê 
à²™Áµåê Ôåê¼åê¾ ÜÈåÒ•ÿæÏÔåÏ¼åÏ²ìåê ƒÑÊ·åùÏ 

 (1) z = 

–
X – 

–
Y

σ2







1

n1
 + 

1

n2

 

 (2) t = 

–
X – 

–
Y

σ2







1

n1
 + 

1

n2

 

 (3) t = 

–
X – 

–
Y

S
2

p






1

n1
 + 

1

n2

 

 (4) t = 
µ1 – µ2









σ

2

1

n1
 + 

σ
2

2

n2

 

42. ÜÝé’ðÖÅÛ²ìåêÑó ÇÈæÐÊÊÑ–° ²µðéÚÈåÄó ð̄ÜÈó± 

(SPRT) ²ìåêê H0 : θ = θ0 ÇÈå²™é’ðÛ²ìåêÑ–Ó 

H1 : θ = θ1 ÇÈåÐ½²ìåìæ ™̃ † ’ðâÿå̃ ™ÄåÔåíú̃ µåâÿåÑ–Ó 

²ìåìæÔå ÅÁ·µæ¤²µåÔåíú ÜÈå²™²ìåêÑÓ ?  

 (1) (§ÇÝÉ˜µð) Accept H0, log λm ≤ 

log






β

1 – α
 „˜™ÁµåÂÑ–Ó 

 (2) (½²µåÜÈæ”²µå) Reject H0, log λm ≥ 

log






1 – β

α
 = a „˜™ÁµåÂÑ–Ó 

 (3) (§ÇÝÉ˜µð) Accept H0, log λm ≥ 

log






β

1 – α
 = b „˜™ÁµåÂÑ–Ó 

 (4) (ÄåÔåêëÄð²ìåêÄåêÆ ÔåêêÒÁµåêÔå²™ÜÈåêÔåíúÁµåê) 

Continue sampling b < log 

λm < a „˜™ÁµåÂÑ–Ó  

 

43. ÔåÏ¼åÏ²ìåêÁµå Õ×ðÓéÚÈå¹ð²ìåêê …Áµå²µå ÇÈå²™é’ðÛ µ̃ð 

ÇÈåÐÊÑ ÜÈåÒ•ÿæÏ ’åÑÅé²ìåê ÜÈæÁ·µåÄå  

 (1) ƒÄðé’å ÔåìæÁ·µåùÏ˜µåâÿå ‹’å²µåëÇÈå¼ð 

 (2) Ç·Ý ð̄ µ́ó ²™˜µðÐÚÈåÄó ÑðñÅÄå ²µðé•–é²ìåê¼ð 

 (3) ÜÈåßåÜÈåÒÊÒÁ·µå ƒÄåêÇÈæ¼åÁµå 

˜µåÔåêÄæßå¤¼ð 

 (4) † ŠÑÓÔåî 
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40. Sign test is desired to compare 

two things under which of the 

following circumstances ? 

 (1) When there are pairs of 

observations on two things 

being compared  

 (2) For any given pair, each of 

the two observations is made 

under similar extraneous 

conditions. 

 (3) Different pairs are observed 

under different conditions. 

 (4) All of the above  

 

41. The following test statistic is used 

for testing the equality of two 

population means when the 

sample size is small and unknown 

population variances : 

 (1) z = 

–
X – 

–
Y

σ2







1

n1
 + 

1

n2

 

 (2) t = 

–
X – 

–
Y

σ2







1

n1
 + 

1

n2

 

 (3) t = 

–
X – 

–
Y

S
2

p






1

n1
 + 

1

n2

 

 (4) t = 
µ1 – µ2









σ

2

1

n1
 + 

σ
2

2

n2

 

42. In sequential probability ration 

test (SPRT) for testing H0 : θ = θ0 

against H1 : θ = θ1 which of the 

following decision is not correct ? 

 (1) Accept H0  

  if log λm ≤ log






β

1 – α
 = b 

 (2) Reject H0 if  

  log λm ≥ log






1 – β

α
 = a 

 (3) Accept H0 if  

  log λm ≥ log






β

1 – α
 = b 

 (4) Continue sampling if  

  b < log λm < a 

 

43. The analysis of variance is a 

powerful statistical tool for testing 

the 

 (1) Homogeneity of several 

means 

 (2) Linearity of the fitted 

regression line 

 (3) Significance of correlation 

ratio 

 (4) All of the above 
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44. ÜÈæÔåìæÄåÏ ÜÈåÕêé’å²µå¸ µ̃åâÿåê Y = aXb 

ÇÈåÔå²µó ²µðé•ÿð˜µð ßðëÒÁµåêÔåÒ¼åßåÔåíú ßæ˜µåë 

’åÅÚÈå³ Ôå˜µå¤ ÕÁ·µæÄåÁµå ÇÈåÐôåê²µå µ̃åâÿå 

ƒÒÁµæ¨˜µð Êðé’æÁµåÔåíú 

 (1) ΣU = nA + bΣV and  

  ΣUV = AΣV + bΣV2 

 (2) ΣU = A + bΣV and  

  ΣUV = AΣV + bΣV 

 (3) ΣU = nA + ΣV and  

  ΣUV = AΣV + bΣV2 

 (4) ΣU = nA + ΣV2 and  

  ΣUV = AΣV2 + bΣV3 

 

45. ÇÈåÐ½ ÜÈðÑó µ̃ð ‹’å Õé’åÛ¹ð²ìðëÒÁ™ µ̃ð Š²µå´µåê 

Ôå˜™¤é’å²µå¸ÁµåÑ–Ó, ƒÄðé’å Ôå˜µå¤Ôðë¼å¾˜µåâÿåê 

ÄåÑó „Á·µæ²µå Ê·æÔåÄð ÇÈå²™é’ðÛ µ̃ð Êðé’æÁµåÔåíú. 

† ÇÈðñ“ ²ìåìæÔåíúÁµåê ÁµðëéÚÈåÁ™ÒÁµæÁµå ÜÈå²µæÜÈå²™ 

Ôå˜µå¤ Ôðë¼å¾˜µåâÿå Å²™é’åÛ¹ð˜µåâÿåê ? 

 (1) 
k

h – 1
 Σβ

2

j  + σ
2

ε  

 (2) σ
2

ε 

 (3) 
k

h – 1
 Σα

2

i  + σ
2

ε  

 (4) † ²ìåìæÔåíúÁµåë ƒÑÓ 

46. X1, X2 Ôåê¼åê¾ X3 ˜µåâÿåê Ôåêë²µåê 
ÔåÏ¼åÏ²ìåê˜µåâÿæ˜™ÁµåÂÑ–Ó, Ê·æ˜µå×å‘ ÜÈåßåÜÈåÒÊÒÁ·µå 

˜µåê¹æÒ’åÔåíú X1 Ôåê¼åê¾ X2 ˜µåâÿå Äǻ µåêÔð X3 

²ìåê ²µðé•–é²ìåê ÇÈå²™¹æÔåêÔåÄåêÆ 

ÇÈåÐ¼ðÏé“ÜÝÁµæ µ̃å X1 Ôåê¼åê¾ X2 ˜µåâÿå Äå µ́åêÔð 
ÜÈåë¡ÜÈåêÔåíúÁµåê 

 (1) r12.3 = 
r12 – r13 r23





1 – r

2

13  



1 – r

2

23

 

 (2) r12.3 = 
r12 – r13 r23





1 – r

2

12  



1 – r

2

13

 

 (3) r12.3 = 
r12 – r13 r23





1 + r

2

13  



1 + r

2

23

 

 (4) † ÔðêéÑ–Äå ²ìåìæÔåíúÁµåë ƒÑÓ 

 

47. Ê·æ˜µå×å‘ Äæ×åÔæÁµå ÇÈåÐ²ìðëé˜µæÑ²ìåê 
Áµæ•Ñð²ìåêÑ–Ó ÜÈåßåÜÈåÒÊÒÁ·µå Ôåìæà½²ìåêÄåêÆ 
‡âÿåäÁµåêÂ † ’ðâÿå˜™Äå Ôåìæà½ Ôåìæ¼åÐ 
õÁµåÊßåêÁµæÁµåÁµåêÂ. ²™ µ̃ðÐÚÈåÄó Äå ÜÈåÕêé’å²µå¸ 

8X – 10Y + 66 = 0 Ôåê¼åê¾ 40X – 

18Y = 214. X Ôåê¼åê¾ Y ˜µåâÿå ÔåìæÁ·µåùÏ ÊðÑð 

‹Äåê ? 

 (1) 
–
X = 13, 

–
Y = 17 

  (2) 
–
X = 13, 

–
Y = 19 

 (3) 
–
X = 15, 

–
Y = 17 

 (4) 
–
X = 13, 

–
Y = 13 
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44. Identify the normal equations to 

estimate the parameters by using 

principal least square method in 

fitting of a power curve Y = aXb 

 (1) ΣU = nA + bΣV and  

  ΣUV = AΣV + bΣV2 

 (2) ΣU = A + bΣV and  

  ΣUV = AΣV + bΣV 

 (3) ΣU = nA + ΣV and  

  ΣUV = AΣV + bΣV2 

 (4) ΣU = nA + ΣV2 and  

  ΣUV = AΣV2 + bΣV3 

 

45. In two-classification with single 

observation per cell, the 

expectations of various sum of 

squares is required to test the null 

hypothesis. Which of the 

following expression is 

expectations of mean sum of 

square due to error ? 

 (1) 
k

h – 1
 Σβ

2

j  + σ
2

ε  

 (2) σ
2

ε 

 (3) 
k

h – 1
 Σα

2

i  + σ
2

ε  

 (4) None of the above 

46. If X1, X2 and X3 are three 

variables then the partial 

correlation coefficient between X1 

and X2 after eliminating the linear 

effect of X3 on each of X1 and X2 

is denoted as  

 (1) r12.3 = 
r12 – r13 r23





1 – r

2

13  



1 – r

2

23

 

 (2) r12.3 = 
r12 – r13 r23





1 – r

2

12  



1 – r

2

13

 

 (3) r12.3 = 
r12 – r13 r23





1 + r

2

13  



1 + r

2

23

 

 (4) None of the above 

 

47. In a partially destroyed laboratory 

record of an analysis of 

correlation data, the following 

results only are legible. The 

regression equations 8X – 10Y + 

66 = 0 and 40X – 18Y = 214. 

What are the mean values of X 

and Y ? 

 (1) 
–
X = 13, 

–
Y = 17 

  (2) 
–
X = 13, 

–
Y = 19 

 (3) 
–
X = 15, 

–
Y = 17 

 (4) 
–
X = 13, 

–
Y = 13 
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48. † ’ðâÿå˜™Äå ÜÈåÒ•ÿæÏ ’åÑÄåÔåÄåêÆ, Š²µå µ́åê 

ÜÈåÖ¼åÒ¼åÐ ÜÈæÏÒÇÈåÑó µ̃åâÿå ÜÈåßåÜÈåÒÊÒÁ·µå 

˜µåê¹æÒ’å˜µåâÿåê r1 Ôåê¼åê¾ r2 ˜µåâÿåÄåêÆ, 

ÜÈæÏÒÇÈåÑó µ̃æ¼åÐ ’åÐÔåêÔæ˜™ n1 Ôåê¼åê¾ n2 

…²µåêÔæ˜µå Êâÿå’ð 

 (1) Z = 
z1 – z2

2

n

 

 (2) Z = 
z1 – z2

1

n1 – 1
 + 

1

n2 – 1

 

 (3) Z = 
z1 – z2

1

n1 – 3
 + 

1

n2 – 3

 

 (4) Z = 
z1 – z2

1

n1 – 3
 – 

1

n2 – 3

 

 

49. ÜÈæÏÒÇÈåÑ–ÓÄå ÜÈåÒ•ÿðÏ²ìðëÒÁµå²™ÒÁµå „²ìðê”²ìåê 

ÜÈåÒÊ·åÔåÅé²ìåê¼ð²ìåêê ÔåêêÒÁ™Äå 

¼ð˜µð²ìåêêÕ’ð²ìåêÑ–Ó …ÁµåÄåÆÔåÑÒÊ–ÜÝ²µåê¼å¾Áµð 

 (1) Ôåê²µåêÇÈåî²µðñÜÈåÁµå ÜÈæÏÒÇÝÓÒ˜µó  

 (2) Ôåê²µåêÇÈåî²µðñÜÝÁµå ÜÈæÏÒÇÝÓÒ µ̃ó 

 (3) (1) Ôåê¼åê¾ (2) Š²µǻ µåë 

 (4) (1) ƒÁ¿·µåÔæ (2) Š²µå µ́åë ƒÑÓ 

50. ÜÈðñ¦ê Š²µǻ µåê …²µåêÔå ÜÈå²µåâÿå ²ìåìæÁµåï¡¥’å 

ÜÈæÏÒÇÝÓÒ˜µóÄåÑ–Ó Ôåê²µåêÇÈåî²µðñ’ð Ôåê¼åê¾ 

ÜÈåÒ•ÿæÏ˜µæ¼åÐ 4 ²ìåêëÅ¯ó …²µåêÔå ÜÈæÁ·µåùÏ 

ÜÈæÏÒÇÈåÑó˜µåâÿåê 

 (1) 12 

 (2) 8 

 (3) 4 

 (4) 16 

 

51. ÄðéÔåêÄó²µå ÇÈåÐ×åÜÈå¾ ƒÑðëé’ðéÚÈåÄóÄå 

ÜÈæÏÒÇÈåÑó ÜÈðñ¦ê ÜÈå¾²™é’åï¼å ²ìåìæÁµåï¡¥’å 

ÜÈæÏÒÇÝÓÒ˜µóÄåÑ–Ó  

 (1) ni = 
nNiSi

ΣNiSi

  

 (2) ni = 
nNiS

2

i

ΣNiS
2

i

 

 (3) ni = 
nNi

ΣNiSi

  

 (4) † ²ìåìæÔåíúÁµåë ƒÑÓ 
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48. The following statistic is used to 

test the significance of the 

difference between the two 

independent sample correlation 

coefficients r1 and r2 of sample 

sizes n1 and n2 respectively : 

 (1) Z = 
z1 – z2

2

n

 

 (2) Z = 
z1 – z2

1

n1 – 1
 + 

1

n2 – 1

 

 (3) Z = 
z1 – z2

1

n1 – 3
 + 

1

n2 – 3

 

 (4) Z = 
z1 – z2

1

n1 – 3
 – 

1

n2 – 3

 

 

49. Probability of selection of a 

sample from a population varies at 

each subsequent draw in 

 (1) Sampling without 

replacement 

 (2) Sampling with replacement 

 (3) Both (1) and (2) 

 (4) Neither (1) nor (2) 

50. The number of possible sample of 

size two under simple random 

sampling with replacement from 

the population of size 4 units as  

 (1) 12 

 (2) 8 

 (3) 4 

 (4) 16 

 

51. The sample size under Nayman’s 

optimum allocation in stratified 

random sampling is  

 (1) ni = 
nNiSi

ΣNiSi

  

 (2) ni = 
nNiS

2

i

ΣNiS
2

i

 

 (3) ni = 
nNi

ΣNiSi

  

 (4) None of the above 
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52. ÇÈæÐ²ìðëé˜™’å ÕÄæÏÜÈåÁµå ¼å¼åÖ˜µåâÿå ÇÈðñ“ † 

’ðâÿå ™̃ÄåÔåíú˜µåâÿåÑ–Ó ²ìåìæÔåíúÁµåê ÜÈðé²™ÑÓ ? 

 (1) ²µðÇÝÓ’ðéÚÈåÄó 

 (2) ²ìåìæÁµåï¡¥é’å²µå¸ 

 (3) Å•²µå¼ð 

 (4) ÜÈåÀâ–é²ìåê Å²ìåêÒ¼åÐ¸ 

 

53. ÇÈåÐ²ìðëé µ̃å ÕÄæÏÜÈåÁµåÑ–Ó † ’ðâÿå̃ ™Äå Êßåê 

¼òÑÅ’å ÇÈå²™é’ðÛ µ̃åâÿåÄåêÆ ²ìåìæÔå °Ðé¯óÔðêÒ®ê 

¦ÿðëé ™̃́ µåâÿå ƒÒ¼å²µå µ̃å̧ Åé²ìåêÔðÒÁµåê 

ÅÁ·µå¤²™ÜÈåÑê ÄåÑó „Á·µæ²µå Ê·æÔåÄð²ìåêÄåêÆ 

¼ðë²µðµåÁµæ µ̃å Êâÿå’ð Ôåìæ µ́åÊßåêÁµåê ? 

 (1) CD = tα(error d.f.) ∗ SE ²ìåêÚÈåê± 

ƒÒ¼å²µå Š²µå´µåê °Ðé¯ó ÔðêÒ¯ó 

ÔåìæÁ·µåùÏ˜µåâÿåÑ–Ó 

 (2) CD = Fα(error d.f.) ∗ SE ²ìåêÚÈåê± 

ƒÒ¼å²µå Š²µå´µåê °Ðé¯ó ÔðêÒ¯ó 

ÔåìæÁ·µåùÏ˜µåâÿåÑ–Ó 

 (3) CD = tα(treatment d.f.) ∗ SE 

²ìåêÚÈåê± ƒÒ¼å²µå Š²µå µ́åê °Ðé¯ó 

ÔðêÒ¯ó ÔåìæÁ·µåùÏ µ̃åâÿåÑ–Ó 

 (4) † ²ìåìæÔåíúÁµåë ƒÑÓ 

54. ÅÁ™¤ÚÈå± ÇÈðîÐÜÈðÜÈó ÄåÑ–Ó USL = 20 Ôåê¼åê¾ 

LSL = 8. ƒÔåÑðëé“¼å ÇÈðîÐÜÈðÜÈó ÔåìæÁ·µåùÏÔåíú 

–
X = 16 ØÚÈå± ÕôåÑÄð s = 2. ÑÊ·åùÏÕ²µåêÔå 

† Ôåìæà½ „Á·µå²™ÜÝ ’ðéÇÈåÊÑ–° 

ƒÄåêÇÈæ¼å/…Ò ™́éÜÝéÜÈó ( ^
Cp) ²ìåêê  

 (1) 
^
Cp = 1.0 

 (2) 
^
Cp = 2.0 

 (3) 
^
Cp = 14 

 (4) 
^
Cp = 3.3 

 

55. ²ìåìæÔå ¼òÑÅ’å¼ð²ìåê ÅÁµð¤é×åÄå Õê½²ìåêê, 

ÜÈåßå¦ ¯æÑ²µåÄóÞ Õê½²ìðëÒÁ™˜µð † ’ðâÿå ™̃Äå  

…Ò®²µóÇ·Èð²µðÄóÞ ˜µð Áµæ²™ Ôåìæ´µåÁµåê ? 

 (1) USL – LSL > 6σ, ßð¡¢Äå 

‡¼æÉÁµåÄæ ÜÈæÁ·µåùÏ¼ð ‡Ò®ê 

 (2) USL – LSL = 6σ, „Áµå×å¤ ÜÈåÒÁµåÊ·å¤ 

 (3) USL – LSL < 6σ, ÅÁ™¤ 

ÚÈå±¼ð²ìåêÄåêÆ ‡¼æÉÁµåÄð ¼åÑêÇÈåíúÔå 

•ÿæ¼å²™ÎêÑÓ 

 (4) USL – LSL > 6σ,  
ÅÁ™¤ÚÈå±¼ð²ìåêÄåêÆ ‡¼æÉÁµåÄð ¼åÑêÇÈåíúÔå 

•ÿæ¼å²™ÎêÑÓ 
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52. Which of the following is not 

principles of an experimental 

design ? 

 (1) Replication  

 (2) Randomization 

 (3) Precision 

 (4) Local control 

 

53. In design of experiment the 

following multiple comparison 

tests are used to determine, which 

of the treatment pairs differ 

significantly when the null 

hypothesis is rejected ? 

 (1) CD = tα(error d.f.) ∗ SE of 

difference between two 

treatment means 

 (2) CD = Fα(error d.f.) ∗ SE of 

difference between two 

treatment means 

 (3) CD = tα(treatment d.f.) ∗ SE of 

difference between two 

treatment means 

 (4) None of the above 

54. For a certain process the               

USL = 20 and the LSL = 8. The 

observed process average, 
–
X = 16, 

and the standard deviation, s = 2. 

Based on the available 

information the process capability 

ratio/indices (
^
Cp) is   

 (1) 
^
Cp = 1.0 

 (2) 
^
Cp = 2.0 

 (3) 
^
Cp = 14 

 (4) 
^
Cp = 3.3 

 

55. Which of the following comparison 

of specification limit with the 

natural tolerance limits does not 

leads to the following inferences ? 

 (1) USL – LSL > 6σ, there is a 

likelihood of better production 

 (2) USL – LSL = 6σ, this is an 

ideal situation 

 (3) USL – LSL < 6σ, does not 

ensure that the production 

will meet the specification 

 (4) USL – LSL > 6σ, does not 

ensure that the production 

will meet the specification  
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56. …ÔåÄåêÆ ßðëÒÁ™ÜÝ : 

a. ‡¼æÉÁµå’å²µå 
²™ÜÈó” 

i. ˜µå²™ÚÈå³ ÜÈåÒ•ÿðÏ²ìåê 
ÁµðëéÚÈåÔåìæ˜µå¤˜µåâÿå 
ƒÔå’æ×å 

b. ÔåìæÄåÏ¼ð²ìåê 
ÜÈåÒÊ·æÔåÏ¼ð 

ii. ˜µåê µ́ó Ñæ¯ó 
½²µåÜÈå”þï¼åÔæ˜µåêÔå 
ÜÈåÒÊ·æÔåÏ¼ð 

c. ˜µæÐßå’å²µå 
²™ÜÈó” 

iii. ’ð®± Ñæ®šâÿå 
ÔåìæÄåÏ¼ð²ìåê ÜÈåÒÊ·æÔåÏ¼ð 

d. ÔåìæÄåÏ¼æ 
ÜÈåÒ•ÿðÏ 

iv. Ñæ¯ó ÔåìæÄåÏ¼ð˜µð 
ÜÈæÏÒÇÈåÑó §âÿå µ̃æ˜µåêÔå 
ÜÈåÒÊ·æÔåÏ¼ð 

  a b c d 

 (1) ii iv iii i 

 (2) iii iv ii i 

 (3) ii i iii iv 

 (4) i iv iii ii 

 

57. Ôåêë²µåê ²ìåìæÒ½Ð’å ÜÈæÁ·µåÄå̃ µåâÿåê A, B Ôåê¼åê¾ 

C ˜µåâÿåê ÔåÏÔåÜÈðÀ²ìåê Ê·æ˜µå˜µåâÿåê ÜÈå²µåº 
ÔåÏÔåÜÈðÀ²ìåêÑ–Ó ’æ²ìåê¤ ÅÔå¤àÜÈåê½¾Ôð 

ÇÈåÐ½ÜÈæÁ·µåÄåÁµå 100 ˜µåÒ ð̃̄ µåâÿå Õ×åÖÜÈåÅé²ìåê¼ð 

ƒÄåê’åÐÔåêÔæ˜™ 0.95, 0.90 Ôåê¼åê¾ 0.80 

„˜™Áµð. ÔåÏÔåÜÈðÀ²ìåêê ÅÚÝ”ø²ìåêÔæ˜µåÁµð 100 

˜µåÒ ð̄ ’æ²ìåê¤ ÅÔå¤àÜÈåêÔå ÜÈåÒÊ·æÔåÏ¼ð  

 (1) 0.684 

 (2) 0.784 

 (3) 0.864 

 (4) 0.648 

58. (t – 1) ƒÔåÁ·™²ìåêÔå²µð µ̃ð ‡ÇÈå’å²µå¸Ôåíú ôæÑ–¾ 

²ìåêÑ–Ó²µåêÔå ÜÈåÒÊ·åÔåÅé²ìåê¼ð, (t – 1) - ‘t’ 

ƒÒ¼å²µåÁµåÑ–Ó ÜÈðëéÑêÕ’ð²ìåêÄåêÆ ÅÚÝ”ø²ìåê 

ÜÈåÒÊ·æÔåÏ¼ð ŠÒÁµåê ÔæÏ•ÿæÏÅÜÈåÊßåêÁµåê 

…ÁµåÄåêÆ Åé µ́åêÔåíúÁµåê 

 (1) Pc(t) = 
M(t – 1) – M(t)

M(t – 1)
 

 (2) Pc(t) = 
M(t – 1) – M(t)

M(t)
 

 (3) Pc(t) = 
M(t) – M(t – 1)

M(t – 1)
 

 (4) † ²ìåìæÔåíúÁµåë ƒÑÓ 

 

59. ’ðÄæÅ’åÑó ²µåëÇÈå µ̃åâÿå Ñ’åÛ¸˜µåâÿå ÇÈðñ“ † 

’ðâÿå ™̃Äå ²ìåìæÔåíúÁµåê ÜÈå²™²ìåêÑÓ ? 

 (1) ÔåÜÈåê¾ÅÚÈå³ Ç·ÈåÒ’åÛÄó ˜µå²™ÚÝ³é’å²µå̧  

ÔåìæÁµå²™²ìåêÁµåê  

 (2) ’åÄóÜÈð±øûñÒ¯ó µ̃åâÿåê “≤” ÔåìæÁµå²™²ìåêÁµåê 

 (3) ’åÄóÜÈð±øûñÒ¯ó˜µåâÿðÑæÓ ÜÈåÕêé’å²µå¸Ôæ ™̃ 

Å²µåëÇÝ¼åÔæ˜™²µåêÔåÔåíú  

 (4) Xi ÔåÏ¼åÏ²ìåê µ̃åâÿåê ‰ê¹æ¼åÍ’åÔåÑÓÁµåÔåíú 
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56. Match the following : 

a. Producer’s 

Risk 

i. The maximum 

number of 

allowable 

defective in a 

lot 

b. Probability 

of 

acceptance 

ii. The probability 

that the good 

lot will be 

rejected. 

c. Consumer’s 

Risk 

iii. The probability 

of accepting 

bad lot. 

d. Acceptance 

number 

iv. The probability 

that the 

sampling will 

accept the lot. 

  a b c d 

 (1) ii iv iii i 

 (2) iii iv ii i 

 (3) ii i iii iv 

 (4) i iv iii ii 

 

57. Suppose a system consists of three 

mechanical devices A, B and C 

that operates in series system and 

the reliability of each devices will 

function for 100 hours are 0.95, 

0.90 and 0.80 respectively. What 

is the probability that the system 

will function without failure for 

100 hours ? 

 (1) 0.684 

 (2) 0.784 

 (3) 0.864 

 (4) 0.648 

58. The probability that an equipment 

survived till age (t – 1), will fail 

during the interval (t – 1) to ‘t’ 

can be defined as conditional 

probability of failure. It can be 

given by 

 (1) Pc(t) = 
M(t – 1) – M(t)

M(t – 1)
 

 (2) Pc(t) = 
M(t – 1) – M(t)

M(t)
 

 (3) Pc(t) = 
M(t) – M(t – 1)

M(t – 1)
 

 (4) None of the above  

 

59. Which of the following 

characteristics of canonical form 

is not true ? 

 (1) The objective function is of 

maximization type 

 (2) All constraints are “≤” type 

 (3) All constraints are expressed 

as equations 

 (4) All variables Xi are non- 

negative 
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60. BUB Ôåêê•Ï ’åôðé²™̃ µð ÕÁµæÏÁ¿·™¤ µ̃åâÿåê 

ÇÈæ²ìåêÞÄó …ÄóÇÈåíú¯ó ÇÈðîÐéÜÈðÜÈó ²™é¼æÏ ÔåìæÁ·µåùÏ 

Áµå²µå µ̃åÒ ð̃̄ µð 40 ²µåÒ¼ð Ê²µåê¼æ¾²µð. ÕÁµæÏÁ¿·™¤ 

Ê µ̃ðš µ̃åÔåêÄå ßå²™ÜÈåÑê µ̃åÒ ð̄ µ̃ð 50 ²µåÒ¼ð 

ÔåìæÁ·µåùÏÔåíúâÿåä ›æ½é²ìåê Õ¼å²µå¹ðÎê²µåêÔå 

ÜÈåÔåê²ìåêÁµå ƒ µ̃å¼åÏÕÁµð. ÕÁµæÏÁ¿·™¤ µ̃åâ– µ̃ð 

ÔåÏ“¾²ìðëÊÌ²µåê µ̃åÔåêÄå ßå²™ÜÈåê¼æ¾²µðÄðëÆé¸. 

ÕÁµæÏÁ¿·™¤²ìåê ÜÈå²µæÜÈå²™ ’æ²ìåêêÔå ƒÔåÁ·™.  

 (1) 4.8 ÅÕêÚÈå˜µåâÿåê  

 (2) 4.5 ÅÕêÚÈå˜µåâÿåê 

 (3) 4.0 ÅÕêÚÈå˜µåâÿåê 

 (4) 5.0 ÅÕêÚÈå˜µåâÿåê 

 

61. ÜÝÑÖ²µó ÜÈåëÉÄó ²µðÜÈðë±é²µðÒ°ÄåÑ–Ó …ÊÌ²µåê 

Ôåìæº˜µåâ–ÁµæÂ²µð. ˜µæÐßå’å²µåê ÇÈæ²ìåêÞÄó 

ÇÈåÐ“Ð²ìðê²ìåêÑ–Ó ˜µåÒ ð̄˜µð 10 ÔåêÒÁ™²ìåêÒ¼ð 

ÔåìæÁ·µåùÏ Áµå²µåÁµåÑ–Ó Ê²µåê¼æ¾²µð. ÇÈåÐ½ 

˜µæÐßå’å²™˜µåë Åé´µåêÔå ÜÈðéÔð 

›æ½é²ìåêÔæ˜™ÁµåêÂ ÔåìæÁ·µåùÏÔåíú 4 ÅÕêÚÈå˜µåâÿåê. 

† Ôåìæà½ „Á·µæ²µåÁµå ÔðêéÑð ÇÈåÐ½ Ôåìæº²ìåê 

×ðé’å µ́æÔæ²µåê Õ²µæÔåìæÔåÁ·™ ŠÚÈåê± ? 

 (1) 67% 

 (2) 69% 

 (3) 68% 

 (4) 65% 

62. Á™ ÄåëÏ ð̄’ó ßæ µ́ó¤ Ôðé²µó ’åÒÇÈðÅ²ìåêê 

²ìåêÒ¼åÐÊ·æ˜µå ƒÒ×å̃ µåâÿåÄåêÆ ÔæÚÝ¤’å Ôåìæ²µæ® 

= ` 10,000, „ µ́å¤²™Ò˜µó ÊðÑð ÇÈåÐ½ 

„´µå¤²™ µ̃ð ` 25 ÜÈæ˜µå¹ð ÊðÑð ÜÈå²µæÜÈå²™ …Äó 

ÔðÒ®²™ ÊðÑð²ìåê 12.5% ²µåÚÈåê±. † Ôåìæà½ 

„Á·µå²™ÜÝ ÔæÚÝ¤’å „ µ́å¤²µó Ñð“”ÜÝ.  

 (1) ÔæÚÝ¤’å  4  „ µ́å¤²µó˜µåâÿåê 

 (2) ÔæÚÝ¤’å  6  „ µ́å¤²µó˜µåâÿåê 

 (3) ÔæÚÝ¤’å  5  „ µ́å¤²µó˜µåâÿåê 

 (4) ÔæÚÝ¤’å  3  „ µ́å¤²µó˜µåâÿåê 

 

63. FORTRAN ÇÈðîÐé˜µæÐÕêÄåÑ–Ó ÜÈð¯ó x = 

2.0, a = 2.0 Ôåê¼åê¾ b = 4.0. y 

ÊðÑð²ìðêéÄåê ?   

 y = a∗x + b∗∗2/x  …ÁµæÂ˜µå 

 (1) 8.0 

 (2) 12.0 

 (3) 16.0 

 (4) 64.0 
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60. Students arrive at the head office 

of BUB according to a Poisson 

input process with a mean rate of 

40 per hour. The time required to 

serve a student has an exponential 

distribution with a mean of 50 per 

hour. Assume that the students are 

served by a single individual. The 

average waiting time of a student is 

 (1) 4.8 minutes 

 (2) 4.5 minutes 

 (3) 4.0 minutes 

 (4) 5.0 minutes 

 

61. The Silver Spoon Restaurant has 

only two waiters. Customers arrive 

according to a Poisson process with 

a mean rate of 10 per hour. The 

service for each customer is 

exponential with mean of 4 minutes. 

On the basis of this information, the 

expected percentage of idle time for 

each waiter. 

 (1) 67% 

 (2) 69% 

 (3) 68% 

 (4) 65% 

62. The New Tech. Hardware 

Company sells hardware items, 

the annual sales = ` 10,000, 

Ordering cost = ` 25 per order, 

carrying cost = 12.5% of average 

inventory value. Based on the 

following information the number 

of order per year is  

 (1) 4 order per year 

 (2) 6 order per year 

 (3) 5 order per year 

 (4) 3 order per year 

 

63. In a FORTRAN program we have 

set x = 2.0, a = 2.0 and b = 4.0. 

What is the value of y if :  

 y = a∗x + b∗∗2/x ? 

 (1) 8.0 

 (2) 12.0 

 (3) 16.0 

 (4) 64.0 
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64. ½Ò˜µåâÿå ÔðëÁµåÑ Ôæ²µåÁµåÑ–Ó ´™ÇÈæ¯ó¤ 

ÔðêÒ®Ñó ÜÈðë±éÜÈó¤Äå Ôåìæ²µæ® Ôåê¼åê¾ 

ÑæÊ·åÔåíú ’ðÑÔåíú ÅÁ™¤ÚÈå± ÔåÜÈåê¾ µ̃åâÿåê ÅÁ™¤ÚÈå± 

‰ê¼åêÕÄåÑ–Ó ßðôåê¢ Ôåìæ²µæ®Ôæ˜µåê¼å¾Ôð. 

‡Áµæ :- ÊðéÜÝ˜µð²ìåêÑ–Ó ŒÜÈó “ÐéÔåìó 

Ôåìæ²µæ®, Ôåêâÿð˜µæÑÁµåÑ–Ó ²µðñÄó ’ðëé¯ó 

Ôåìæ²µæ®, ôåâ– µ̃æÑÁµåÑ–Ó ÔåíúÑÄó ßðôåê¢ 

Ôåìæ²µæ® „˜µåê¼å¾Áµð. † ŠÑÓ ÔåÏ¼åÏ²ìåê˜µåâÿåê 

ÜÈåÔåê²ìåê ÜÈå²µåº²ìåêÑ–Ó † ’ðâÿå ™̃Äå ’æÑ ÜÈå²µåº 

›å®’å˜µåâÿæ˜µåê¼å¾Ôð  

 (1) Á™é›æ¤ÔåÁ·™ ÇÈåÐÔåï½¾ 

 (2) ƒÑæÉÔåÁ·™ ÇÈåÐÔåï½¾ 

 (3) ƒÅ²ìåê¼å ‹²™â–¼å µ̃åâÿåê 

 (4) † ÔðêéÑ–Äå ²ìåìæÔåíúÁµåë ƒÑÓ 

 

65. ¼ðÐûñÔåìæÜÝ’å ÜÈå²µæÜÈå²™ ÊðÑð µ̃åâÿåê ÔðëÁµåÑ Ôåê¼åê¾ 

Ôåêë²µåÄðé ¼ðÐûñÔåìæÜÝ’å’ð” ƒÄåê’åÐÔåêÔæ ™̃ 3.68 

Ôåê¼åê¾ 3.55 ŠÑÓ ¼ðÐûñÔåìæÜÝ’å µ̃åâÿå §¯æ±²µð 

ÜÈå²µæÜÈå²™ 3.72 ÔðëÁµåÑ ßæ µ̃åë Ôåêë²µåÄð²ìåê 

¼ðÐûñÔåìæÜÝ’åÁµå ÜÝéÜÈåÄåÑó ÜÈåëôåÏÒ’å  

 (1) 98.7 Ôåê¼åê¾ 95.3 

 (2) 110.8 Ôåê¼åê¾ 95.3 

 (3) 99.7 Ôåê¼åê¾ 95.3 

 (4) 98.7 Ôåê¼åê¾ 100.3 

66. Ç·ÝÚÈå²µó ÊðÑð ÜÈåëôåÏÒ’å ÜÈåÒ•ÿðÏ …Áµå²µå 

˜µåê¹ðëé¼å¾²µå ×ðÐé´·™²ìåìæ˜™²µåêÔåÁµåê  

 (1) ÑæÏÜÈó ÇÈðñ é²µð Ôåê¼åê¾ ÇÈæÏÜÈð¢é Áµå²µå 

ÜÈåëôåÏÒ’å ÜÈåÒ•ÿðÏ µ̃åâÿåê 

 (2) ÑæÏÜÈó ÇÈðñ é²µð Ôåê¼åê¾ ÔæÑ¢ÜÈó Áµå²µå 

ÜÈåëôåÏÒ’å ÜÈåÒ•ÿðÏ µ̃åâÿåê 

 (3) ÑæÏÜÈó ÇÈðñ é²µð Ôåê¼åê¾ ÔåìæÚÈå¤Ñó Š¦ÿó 

ÔåÁ¿·µó¤ Áµå²µå ÜÈåëôåÏÒ’å ÜÈåÒ•ÿðÏ˜µåâÿåê 

 (4) ÑæÏÜÈó ÇÈðñ é²µð Ôåê¼åê¾ ’ðÑ–Ó²ìåê Áµå²µå 

ÜÈåëôåÏÒ’å ÜÈåÒ•ÿðÏ µ̃åâÿåê 

 

67. ÕÕÁ·µå ¼åë’å µ̃åâÿå ÜÈåëôåÏÒ’åÔåÄåêÆ ÇÈå°± 

Ôåìæ´µåÊßåêÁµåê. „ „²ìðê”˜µåâ–ÒÁµæ˜™ ’ðÑÔåíú 

ÜÈåëôåÏÒ’å µ̃åâÿåê ’ðÑÔåíú ÇÈå²™é’ðÛ²ìåê „˜µå¼åÏ 

ÇÈåî²µðñÜÈåêÔåÔåíú. † ’ðâÿå˜™ÄåÔåíú˜µåâÿåÑ–Ó ²ìåìæÔåíúÁµåê 

²™ÔåÜÈå¤Ñó ÇÈå²™é’ðÛ˜µð ÇÈåî²µå’åÔæ˜™²µåêÔåíúÁµåê ? 

 (1) ÑæÏÜÈó ÇÈð²µð ÜÈåëôåÏÒ’å ÜÈåÒ•ÿðÏ 

 (2) ÔåìæÚÈå¤Ñó Š¦ÿó Ôå¼ó¤ ÜÈåëôåÏÒ’å 

ÜÈåÒ•ÿðÏ 

 (3) ÇÈæÏÜÈð© ÜÈåëôåÏÒ’å ÜÈåÒ•ÿðÏ 

 (4) Ç·ÝÚÈå²µó ÜÈåëôåÏÒ’å ÜÈåÒ•ÿðÏ 
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64. Sales and profit of a departmental 

stores in first week of month, 

certain items have more sale in 

particular season like ice cream in 

summer, rain coasts in rainy 

season, woollens in winter season 

etc. all such variations in a time 

series come under the following 

time series component/s : 

 (1) Long term trend 

 (2) Short term trend 

 (3) Irregular fluctuations 

 (4) None of the above  

 

65. The quarterly average values for 

first and third quarter is 3.68 and 

3.55 respectively and grand 

average value for all quarter is 

3.72. Then  the seasonal index for 

first and third quarters are  

 (1) 98.7 and 95.3 

 (2) 110.8 and 95.3 

 (3) 99.7 and 95.3 

 (4) 98.7 and 100.3 

66. The Fisher’s price index number 

is nothing but the geometric mean 

of 

 (1) Laspeyre’s and Paaschey’s 

price index numbers 

 (2) Laspeyre’s and Walsch’s 

price index numbers 

 (3) Laspeyre’s and Marshal 

Edgeworth price index 

numbers 

 (4) Laspeyre’s and Kelly’s price 

index numbers 

 

67. The index numbers can be 

computed by using different type 

of weights. Due to those choices 

some of these index numbers 

satisfy certain tests. Which of the 

following index number/s satisfies 

the factor reversal tests ? 

 (1) Laspeyre’s index number 

 (2) Marshal Edgeworth index 

number 

 (3) Paaschy’s index number 

 (4) Fisher’s index number 
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68. ²µðé´™²ìðëé ÜÈð¯ó˜µåâÿå Êðé´™’ð ²µðé•ÿð Ôåê¼åê¾ 

ÇÈåî²µðñ’ð ²µðé•ÿð˜µåâÿåÑ–Ó ²µðé•ÿð²ìåêê D Ôåê¼åê¾ 

ÇÈåî²µðñ’ð „Áµå Êðé ™́’ð ²µðé´™²ìðëé˜µåâÿå ÜÈåÒ•ÿðÏ S 

Ôåê¼åê¾ ÇÈåÐ½ ²µðé´™²ìðëé ÜÈð¯óÄå Áµå²µå P, 

Ôåìæ²µåê’å ð̄±²ìåêÑ–Ó ²µðé´™²ìðëé ÜÈð¯ó µ̃åâÿå 

Êðé´™’ð D = p2 – 8p + 46 Ôåê¼åê¾ ƒÁµðé 

ÜÈåÔåê²ìåêÁµåÑ–Ó ÇÈåî²µðñ’ð Å²ìåêÔåêÔåíú ²µðé ™́²ìðëé 

ÜÈð¯ó ˜µð S = 42 – 4P. ÜÈåÔåêÜÝÀ½ Áµå²µåÔåíú 

 (1) P = 2 

 (2) P = 4 

 (3) P = 3 

 (4) P = 1 

 

69. Ñ–Ò˜µå ƒÄåêÇÈæ¼åÔåÄåêÆ † ÜÈåë¼åÐÔåÄåêÆ 

‡ÇÈå²ìðëé˜™ÜÝ ÅÁ·µå¤²™ÜÈåÊßåêÁµåê 

 (1) §®ê± ÇÈåíú²µåêÚÈå²µå ÜÈåÒ•ÿðÏ˜µåë §®ê± 

¦ÄåÜÈåÒ•ÿðÏ µ̃åë …²µåêÔå ƒÄåêÇÈæ¼å  

 (2) §®ê± ÇÈåíú²µåêÚÈå²µå ÜÈåÒ•ÿðÏ˜µåë §®ê± 

Ôåêàâÿð²ìåê²µå ÜÈåÒ•ÿðÏ µ̃åë …²µåêÔå 

ƒÄåêÇÈæ¼å 

 (3) §®ê± Ôåêàâÿð²ìåê²µå ÜÈåÒ•ÿðÏ˜µåë  §®ê± 

ÇÈåíú²µåêÚÈå²µå ÜÈåÒ•ÿðÏ˜µåë …²µåêÔå 

ƒÄåêÇÈæ¼å 

 (4) §®ê± Ôåêàâÿð²ìåê²µå ÜÈåÒ•ÿðÏ˜µåë  §®ê± 

¦ÄåÜÈåÒ•ÿðÏ µ̃åë …²µåêÔå ƒÄåêÇÈæ¼å 

70. ¦ÄåÜÈåÒ•ÿæÏ ßðôå¢âÿå’ð” † ’ðâÿå ™̃Äå  ²ìåìæÔå 

ÜÈåÒÊÒÁ·µåÔåíú  ƒÄåÖ²ìåêÔæ˜µåÁµåê ? 

 (1) NRR = GRR 

 (2) NRR > GRR 

 (3) NRR < GRR 

 (4) NRR ≤ GRR 

 

71. Ê·æ²µå½é²ìåê ¦ÄåÜÈåÒ•ÿðÏ ßæ˜µåë ¡éÄæ 

¦ÄåÜÈåÒ•ÿæÏ ’åê²™¼åê ÕÕÁ·µå ÔåÚÈå¤ µ̃åâÿå ƒÒ“ 

ÜÈåÒ•ÿðÏ²ìåêê † ’ðâÿå̃ ™ÄåÁµåÄåêÆ ÜÈåë¡ÜÈåê¼å¾Áµð  

 (1) ÜÈå²µåâÿå ÜÈåßå ÜÈåÒÊÒÁ·µå 

 (2) ²ìåìæÔåíúÁµðé ÜÈåßå ÜÈåÒÊÒÁ·µåÕÑÓÁ™²µåêÕ’ð 

 (3) ßåêÜÝ ÜÈåßå ÜÈåÒÊÒÁ·µå 

 (4) Ê·æ˜µå×å‘ ÜÈåßå ÜÈåÒÊÒÁ·µå 
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68. The demand curve and supply 

curve of a number of radio sets 

demand is D and number of radio 

sets supplied is S and price per 

radio set is P. In the market the 

demand for the radio sets is            

D = p2 – 8p + 46 and at the same 

time supply law for the radio set is 

S = 42 – 4P. The equilibrium price 

is  

 (1) P = 2 

 (2) P = 4 

 (3) P = 3 

 (4) P = 1 

 

69. The sex ratio can be computed by 

using the following formula : 

 (1) The ratio of total number of 

males to the total number of 

population. 

 (2) The ratio of total number of 

males to the total number of 

females. 

 (3) The ratio of total number of 

females to the total number 

of males. 

 (4) The ratio of total number of 

females to the total number 

of population. 

70. Which of the following relation 

does not satisfies for the 

population growth ? 

 (1) NRR = GRR 

 (2) NRR > GRR 

 (3) NRR < GRR 

 (4) NRR ≤ GRR 

 

71. Bivariate data relating to Indian 

population and Chinese 

population in different years 

indicates  

 (1) Simple correlation 

 (2) No correlation 

 (3) Spurious correlation 

 (4) Partial correlation 
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72. 10 ÔåÜÈåê¾ µ̃åâ–²µåêÔå §ÒÁµåê ˜µåêÒÇÝÅÒÁµå 2 

ÔåÜÈåê¾ µ̃åâÿå ÔåìæÁµå²™²ìåêÄåêÆ ¼ð˜µð²ìåêÑæ˜™Áµð. 

…Áµå²µå ÔåìæÁµå²™ Õ¼å²µå¹ð²ìåêê  

 (1) 5 ÔåìæÁµå²™˜µåâÿåÄåêÆ ßðëÒÁ™²µåê¼å¾Áµð 

 (2) 20 ÔåìæÁµå²™˜µåâÿåÄåêÆ ßðëÒÁ™²µåê¼å¾Áµð 

 (3) 45 ÔåìæÁµå²™˜µåâÿåÄåêÆ ßðëÒÁ™²µåê¼å¾Áµð 

 (4) 90 ÔåìæÁµå²™˜µåâÿåÄåêÆ ßðëÒÁ™²µåê¼å¾Áµð 

 

73. A Ôåê¼åê¾ B ˜µåâÿåê ²ìåìæÔåíúÁµðé Š²µå µ́åê 

›å®Äð˜µåâÿæ ™̃ÁµåÂ²µð, „˜µå 

 (1) P(A ∪ B) = P(A) + P(B) 

 (2) P(A ∪ B) = P(A) + P(B) – 

P(A ∩ B) 

 (3) P(A ∪ B) = P(A) + P(B) – 

P(A) ⋅ P(B) 

 (4) P(A ∪ B) = P(A) ⋅ P(B)  

74. ÔðëÁµåÑÄð Ê˜µð²ìåê ÁµðëéÚÈåÁµå 

ÜÈåÒÊ·åÔåÅé²ìåê¼ð²ìåêê α …ÁµåêÂ Š²µǻ µåÄð²ìåê 

Ê˜µð²ìåê ÁµðëéÚÈåÁµå ÜÈåÒÊ·åÔåÅé²ìåê¼ð²ìåêê β 

„˜™ÁµåÂ²µð, …Ôåíú˜µåâÿå Äǻ µåêÕÄå ÜÈåÒÊÒÁ·µåÔåíú 

 (1) ²µðé•ÿæ¼åÍ’å ²µåëÇÈåÁµåÑ–Ó²µåê¼å¾Áµð 

 (2) ÕÅ²ìåêÔåê (²µæ¨ ÕÅÔåê²ìåê) 

²µåëÇÈåÁµåÑ–Ó²µåê¼å¾Áµð 

 (3) ²µðé•ÿæ¼åÍ’åÔåÑÓÁµå ²µåëÇÈåÁµåÑ–Ó²µåê¼å¾Áµð 

 (4) ²ìåìæÔåíúÁµðé ÜÈåÒÊÒÁ·µåÕ²µåêÔåíúÁ™ÑÓ 

 

75. x1, x2…..xn …Ôåíú˜µåâÿåê ÜÈæÔåìæÄåÏ 

Õ¼å²µå¹ðÎêÒÁµå N(µ, σ2) ¼ð µ̃ðÁµå 

²ìåìæÁµåï¡¥’å ÔåìæÁµå²™ „˜™²µåê¼å¾Áµð. „˜µå µ 

Ôåê¼åê¾ σ2 Ê˜µðš ÜÈåÒÇÈåî¸¤ Ôåìæà½²ìåêÄåêÆ 

ßðëÒÁ™²µåêÔå ƒÒÁµæ¦’åÔåíú (sufficient 

statistics) „˜™²µåêÔåíúÁµåê 

 (1) ΣXi  

 (2) ΣX
2

i  

 (3) ΣXi Ôåê¼åê¾ ΣX
2

i  

 (4) ΣXi ƒÁ¿·µåÔæ ΣX
2

i  
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72. If we have a population of 10 

items, then the sampling 

distribution of samples of 2 items 

would consists of  

 (1) 5 samples 

 (2) 20 samples 

 (3) 45 samples 

 (4) 90 samples 

 

73. If A & B are any two events, then 

 (1) P(A ∪ B) = P(A) + P(B) 

 (2) P(A ∪ B) = P(A) + P(B) – 

P(A ∩ B) 

 (3) P(A ∪ B) = P(A) + P(B) – 

P(A) ⋅ P(B) 

 (4) P(A ∪ B) = P(A) ⋅ P(B) 

74. The relationship between 

probability of type I error α, and 

probability of type II error β is 

 (1) Linear 

 (2) Trade-off 

 (3) Non-linear 

 (4) No relationship 

 

75. If x1, x2…..xn is a random sample 

from N(µ, σ2), then the sufficient 

statistic for µ and σ2 are 

 (1) ΣXi  

 (2) ΣX
2

i  

 (3) ΣXi and ΣX
2

i  

 (4) ΣXi or ΣX
2

i  
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76. ôæÄó¤Äå Áµðë µ́å¶ M ÇÈåÁµåÂÃ½²ìåêÑ–Ó, Áµðë µ́å¶ 

‰ê¹æ¼åÍ’å µM ÊðÑð²ìåêÄåêÆ __________ Áµå 

¦ÿðë¼ð˜µåë´™ÜÈåê¼æ¾²µð.  

 (1) ’ðë²µå¼ð²ìåêêâÿåä ôåÑ’å  

 (2) ßðôåê¢Ôå²™ ôåÑ’å 

 (3) ÔåêëÑÊ·åë¼å ôåÑ’å 

 (4) ’åï¼å’å ôåÑ’å 

 

77. X ŠÒÊêÁµåê ²ìåìæÁµåï¡¥’å ôåÑ’åÔæ˜™ÁµåÂ²µð 

E|X – A| ²ìåêê ’åÅÚÈå³ Ôåê®±ÁµåÑ–Ó²µåÑê, A 

ÊðÑð²ìåêê _____ „˜™²µåÊðé’åê.  

 (1) 
–
X 

 (2) ÔåêÁ·µåùÏ’å 

 (3) ÊßåêÑ’å 

 (4) 0 

78. §ÊÌ ßåê´µåê µ̃åÄåê ²µåÜÈð¾ ÊÁ™²ìåêÑ–Ó Ôåêâÿð 

ƒÒ˜™²ìåêÄåêÆ Ôåìæ²µåê¼æ¾Äð. Ôåêâÿð ÊÒÁµå²µð 

ƒÔåÄåê ` 400 ÄåêÆ ˜µåâ–ÜÈåêÔå ÜÈæÁ·µåùÏ¼ð 

…²µåê¼å¾Áµð. …ÑÓÔæÁµå²µð ƒÔåÅ˜µð ` 80 

ÄåÚÈå±Ôæ˜µåê¼å¾Áµð. Ôåêâÿð Ê²µåÁ™²µåêÔå 

ÜÈåÒÊ·åÔåÅé²ìåê¼ð²ìåêê 0.6 …ÁµåÂ²µð „ 

ßåê´µåê˜µåÄå Å²™é“Û¼å ˜µåâ–’ð²ìåêê 

______________ „˜µåÊßåêÁµåê.  

 (1) ` 320 

 (2) ` 220 

 (3) 0 

 (4) ` 112 

 

79. x1, x2,….xn ˜µåâÿåê f(x, θ) = 
1

θ
,                    

(0 < x < ∞, θ > 0), ˜µåêÒÇÝÅÒÁµå ¼ð µ̃ðÁµå 

²ìåìæÁµåï¡¥’å ÔåìæÁµå²™²ìåìæ ™̃ÁµåÂ²µð, θ Áµå ˜µå²™ÚÈå³ 

ÜÈæÁ·µåùÏ¼ð²ìåê ƒÒÁµæ¦’åÔåíú (mLE)  

 (1) 
^
θ = 

–
X = ÔåìæÁµå²™²ìåê ÜÈå²µæÜÈå²™ 

 (2) 
^
θ = Σx = ÔåìæÁµå²™ Õé’åÛ¹ð²ìåê Ôðë¼å¾ 

 (3) 
^
θ = x(1) = ¡’å”ÁµæÁµå ÔåìæÁµå²™ 

Õé’åÛ¹ð  

 (4) 
^
θ = x(n) = Áµðë µ́å¶ÁµæÁµå ÔåìæÁµå²™ 

Õé’åÛ¹ð  
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76. In Charne’s big method, a large 

(negative) price µM is associated 

to 

 (1) Slack variable  

 (2) Surplus variable 

 (3) Basic variable 

 (4) Artificial variable 

 

77. If X is a random variable, then 

E|X – A| is minimum when A is  

 (1) 
–
X 

 (2) Median 

 (3) Mode 

 (4) 0 

78. A boy sells raincoats on road side. 

He may earn ` 400 a day if it 

rains. Otherwise he loses ` 80 a 

day. If the chance of not raining is 

0.6, then the expected earning of 

the boy is  

 (1) ` 320 

 (2) ` 220 

 (3) 0 

 (4) ` 112 

 

79. Let x1, x2,….xn be a random 

sample from f(x, θ) = 
1

θ
,                    

(0 < x < ∞, θ > 0), then mLE for θ is  

 (1) 
^
θ = 

–
X = sample mean 

 (2) 
^
θ = Σx = sum of sample 

observations 

 (3) 
^
θ = x(1) = smallest sample 

observation 

 (4) 
^
θ = x(n) = largest sample 

observation 
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80. x1, xn ˜µåâÿåê ÜÈæÔåìæÄåÏ Õ¼å²µå¹ð N(µ, σ2) 

ÅÒÁµå ¼ð˜µðÁµå ²ìåìæÁµåï¡¥’å ÔåìæÁµå²™²ìåìæ˜™ÁµåÂ²µð, 

σ2 ˜µð (1 – α) 100% Õ×æÖÜÈåÁµå 

ÔåêÁ·µåùÏÒ¼å²µåÔåÄåêÆ ’åÒ´µåê à´™²ìåêÑê ÊâÿåÜÈåêÔå 

Õ¼å²µå¹ð²ìåêê 

 (1) Chi-square Õ¼å²µå¹ð „ ™̃²µåê¼å¾Áµð 

 (2) ÜÈæÔåìæÄåÏ Õ¼å²µå¹ð²ìåìæ˜™²µåê¼å¾Áµð 

 (3) t-Õ¼å²µå¹ð²ìåìæ˜™²µåê¼å¾Áµð 

 (4) F-Õ¼å²µå¹ð²ìåìæ˜™²µåê¼å¾Áµð 

 

81. §ÒÁµåê ’æÏÄåÞ²µó (ßåê¸ê» ²µðëé˜µå) „ÜÈåÉ¼ðÐ²ìåêÑ–Ó, 

§ÊÌ ²µðëé˜™²ìåêÄåêÆ ÇÈå²™é“ÛÜÝÁµå ÄåÒ¼å²µå 

„¼åÅ˜µð ’æÏÄåÞ²µó ²µðëé˜µå …²µåêÔåíúÁµæ ™̃ 

½éÔåìæ¤ÅÜÈåÑæÎê¼åê. „Áµå²µð Å¦Ôæ ™̃ 

„¼åÅ˜µð „ ²µðëé˜µå …²µåÑ–ÑÓ. † 

ÁµðëéÚÈåÇÈåî¸¤ ÅÁ·µæ¤²µåÔåÄåêÆ _____ 

ŠÄåêÆ¼æ¾²µð.  

 (1) ÁµðëéÚÈåÇÈåî²™¼å Å¸¤²ìåê 

 (2) I Äðé ÔåìæÁµå²™²ìåê ÁµðëéÚÈå 

 (3) II Äðé ÔåìæÁµå²™²ìåê ÁµðëéÚÈå 

 (4) Ôæ´™’ð²ìåê ÁµðëéÚÈå 

82. õ® ÇÈå²™é’ðÛ²ìåêÄåêÆ † ’ðâÿå̃ ™Äå ÜÈåÒÁµåÊ·å¤ÁµåÑ–Ó 

ÊâÿåÜÈåê¼æ¾²µð 

 (1) ˜µåêÒÇÝÄå ÔåêÁ·µåùÏ’åÔåÄåêÆ ÇÈå²™é“ÛÜÈåÑê 

 (2) ˜µåêÒÇÝÄå ÜÈå²µæÜÈå²™²ìåêÄåêÆ ÇÈå²™é“ÛÜÈåÑê 

 (3) ˜µåê¸Ñ’åÛ¸˜µåâÿå ÜÈåÖ¼åÒ¼åÐ¼ð²ìåêÄåêÆ 

ÇÈå²™é“ÛÜÈåÑê 

 (4) Õé’åÛ¹ð˜µåâÿåê ²ìåìæÁµåï¡¥’åÔæ˜™Ôð²ìðëé 

ŠÒÊêÁµåÄåêÆ ÇÈå²™é“ÛÜÈåÑê 

 

83. ÕôåÑÄð²ìåê Õ×ðÓéÚÈå¹ð ¼åÒ¼åÐÔåÄåêÆ ÔåêëÑ¼å‘ 

ƒÊ–·ÔåïÁ™ÂÃ ÇÈå ™́ÜÝÁµå Õ¦ÿæöÅ²ìåêê 

 (1) ’æÑó¤ ÇÝ²ìåêÜÈå¤Äó  

 (2) „²µó. Š. Ç·ÝÚÈå²µó 

 (3) ¦ÿð. ÄðéÔåêÄó  

 (4) ÔðêéÑ–Äå ²ìåìæÔåíúÁµåë ƒÑÓ 
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80. (1 – α) 100% confidence interval 

σ2, when a random sample 

x1,….xn is drawn from N(µ, σ2) is 

obtained using 

 (1) Chi-square distribution 

 (2) Normal distribution 

 (3) t-distribution 

 (4) F-distribution 

 

81. In a cancer hospital a patient after 

diagnosis decided to be positive 

for cancer. But actually he was not 

having it. What is the type of error 

associated with the decision ? 

 (1) Erroneous decision 

 (2) Type I error 

 (3) Type II error 

 (4) Usual error 

82. A run test is used 

 (1) to test population median 

 (2) to test population mean 

 (3) to test independence of 

attributes 

 (4) to test randomness of 

observations 

 

83. The analysis of variance technique 

was originally developed by 

 (1) Karl Pearson 

 (2) R.A. Fisher 

 (3) J. Neyman 

 (4) None of the above  
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84. RBD ²ìåêÑ–Ó ÜÈåÖ¼åÒ¼åÐ ƒÒ×å µ̃åâÿåê 

ÁµðëéÚÈåÇÈåî²™¼åÔæ˜™ÁµåêÂ, Ôå̃ µå¤ µ̃åâÿå Ôðë¼å¾Ôåíú  

_____ …²µåê¼å¾Áµð  

 (r = ƒ´µå¶ ÜÈæÑê˜µåâÿå ÜÈåÒ•ÿðÏ C = Column  

ÜÈåÀÒÊ·å˜µåâÿå ÜÈåÒ•ÿðÏ) 

 (1) (r – 1) (c – 1) 

 (2) (r – 1)  

 (3) (c – 1) 

 (4) rc – 1 

 

85. ÑæÏ°Äó ôò’å ÕÄæÏÜÈåÔåÄåêÆ † ’ðâÿå˜™Äå 

’ðÛé¼åÐÁµåÑ–Ó ƒ¼åÏÒ¼å ÔæÏÇÈå’åÔæ˜™ ÊâÿåÜÈåê¼æ¾²µð 

 (1) •˜µðëéâÿå ×æÜÈå¾øÁµåÑ–Ó  

 (2) ËÚÈåÁ·µå ×æÜÈå¾øÁµåÑ–Ó 

 (3) ’ðñ˜µæ²™’æ ÔåÑ²ìåêÁµåÑ–Ó 

 (4) ’åïÚÝ Õ¦ÿæöÄåÁµåÑ–Ó 

 

86. Å²ìåêÒ¼åÐ¸ ²µðé•ÿæ ÇÈå®ÔåÄåêÆ 

ÜÝÁµåÂÃÇÈå´™ÜÈåêÔæ˜µå † ’ðâÿå̃ ™Äå Õê½²ìåêÄåêÆ 

ÜÈæÔåìæÄåÏÔæ˜™ ÊâÿåÜÈåê¼æ¾²µð 

 (1) 2σ Õê½˜µåâÿåê 

 (2) 1.96 ÜÝ µ̃æÍ Õê½˜µåâÿåê 

 (3) 3σ Õê½˜µåâÿåê 

 (4) 2.58 ÜÝ µ̃æÍ Õê½˜µåâÿåê 

87. ÔæÏÇÈæ²µå ƒÁ·µåùÏ²ìåêÄå µ̃åâÿå ÜÈåÒ×ðëéÁ·µå’åÄåê 

ƒÄåê’åÐÔåêÔæ˜™ ¦ÿðëé´™ÜÝ°±²µåêÔå ÜÈå²µå’åê 

ÇÈå°±˜µåâ–ÒÁµå ÅÁµå×å¤Äå ÔåìæÁµå²™²ìåêÄåêÆ 

¼ð˜µð²ìåêÑê Ê²ìåêÜÈåê¼æ¾Äð. † ÜÈåÒÁµåÊ·å¤ÁµåÑ–Ó 

ƒÔåÄåê ²ìåìæÁµåï¡¥’å Ê–ÒÁµåêÔåÄåêÆ ÊâÿåÜÝ ÇÈåÐ½é 

30 Äðé ÜÈå²µå’åê ÇÈå°±²ìåêÄåêÆ „²™ÜÝ’ðëâÿåêä¼æ¾Äð. 

† ÇÈåÐ’å²µå¸ÁµåÑ–Ó ƒÔåÄåê „²™ÜÝÁµå ÕÁ·µæÄå 

_____ ÔåìæÁµå²™ ÇÈåÁµåÂÃ½²ìåêÁµåê. 

 (1) ƒÄåê’åÐÔåêºé²ìåê 

 (2) ÔåÏÔåÜÝÀ¼å (’åÐÔåêÊÁµåÂÃ) 

 (3) ÜÈå²µåâÿå ²ìåìæÁµåï¡¥’å 

 (4) ÕÒ˜µå µ́å¹ð µ̃ðëâÿåÇÈå®± 

 

88. 
^
Y = a + bx, ŠÒÊ ÜÈå²µåâÿå²µðé•ÿæ 

ÇÈåÐÔåï½¾²ìåêÑ–Ó …â–¦ÿæ²µåê b ÊðÑð²ìåêê † 

’ðâÿå ™̃Äå ²ìåìæÔå ƒÒ×åÁ™ÒÁµå 

ÊÁµåÑæÔå¹ð²ìåìæ˜µåÁµðé …²µåê¼å¾Áµð 

 (1) ÔåìæÇÈå’åÁµå ÊÁµåÑæÔå¹ð 

 (2) ÔåêëÑÁµå ÊÁµåÑæÔå¹ð 

 (3) ÔåìæÇÈå’å ßæ˜µåë ÔåêëÑÁµå ÊÁµåÑæÔå¹ð 

 (4) ÔðêéÑ–Äå ²ìåìæÔåíúÁµåë ƒÑÓ 
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84. In RBD the degrees of freedom 

associated with error, sum of 

squares is (r = number of rows,      

c = number of column) 

 (1) (r – 1) (c – 1) 

 (2) (r – 1)  

 (3) (c – 1) 

 (4) rc – 1 

 

85. Latin squares are most widely 

used in the field of 

 (1) Astronomy 

 (2) Medicine 

 (3) Industry 

 (4) Agriculture 

 

86. While preparing control charts we 

generally use 

 (1) 2σ limits 

 (2) 1.96 sigma limits 

 (3) 3σ limits 

 (4) 2.58 sigma limits 

87. A researcher in business studies 

wishing to draw a sample from 

sequentially numbered invoices, 

uses a random point, then he 

draws every 30
th

 invoice. In this 

case he has drawn a _____ sample. 

 (1) Sequential 

 (2) Systematic 

 (3) Simple random 

 (4) Stratified 

 

88. In fitting of a straight line trend          

^
Y = a + bx, the value of slope                     

b remains unchanged by change of  

 (1) Scale 

 (2) Origin 

 (3) Both origin & scale 

 (4) None of the above  
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89. 36 ÔåÜÈåê¾˜µåâ–²µåêÔå ²ìåìæÁµåï¡¥’å 

ÔåìæÁµå²™²ìåêÄåêÆ, ÔåìæÄå’å ÕôåÑÄð 12 ÄåêÆ   

ßðëÒÁ™²µåêÔå Áµðë´µå¶ ˜µåêÒÇÝÅÒÁµå 

„²™ÜÈåÑæ˜™Áµð. † ÔåìæÁµå²™²ìåê ÜÈå²µæÜÈå²™²ìåêê 

98 …ÁµåÂ²µð, ˜µåêÒÇÝÄå ÜÈå²µæÜÈå²™²ìåê (population 

mean) 95% Õ×æÖÜÈåÁµå ÔåêÁ·µåùÏÒ¼å²µåÔåíú 

______ …²µåê¼å¾Áµð. 

 (1) 94.08 ²™ÒÁµå 101.92 Ôå²µð̃ µð  

 (2) 92.85 ²™ÒÁµå 103.15 Ôå²µð̃ µð 

 (3) 97.35 ²™ÒÁµå 98.65 Ôå²µð˜µð 

 (4) 90.20 ²™ÒÁµå 105.00 Ôå²µð̃ µð 

 

90. ÑðÜÈåÉ²µðé Ôåê¼åê¾ ÇÈæ×ð¢²ìåê ÜÈåëôæÏÒ’å˜µåâÿåê † 

’ðâÿå ™̃Äå ÇÈåÁµåÂÃ½˜µð ‡Áµæßå²µå¹ð²ìåìæ˜™²µåê¼å¾Áµð.  

 (1) ÜÈå²µåâÿå §®ê±˜µåë´™’ð ÇÈåÁµåÂÃ½ 

 (2) ÊðÑð ÜÈåÒÊÒÁ·µå ÜÈåëôå’åÁµå ÜÈå²µæÜÈå²™ 

ÇÈåÁµåÂÃ½ 

 (3) Ê·æ²µå²ìåêê¼å §®ê±˜µåë ™́’ð ÇÈåÁµåÂÃ½ 

 (4) ÔðêéÑ–Äå ²ìåìæÔåíúÁµåë ƒÑÓ 

91. ˜µæÐßå’å²µå ÊðÑð ÜÈåëôåÏÒ’åÔåÄåêÆ ’åÒ µ́åê 

à´™²ìåêÑê † ’ðâÿå ™̃Äå ²ìåìæÔå ÜÈåë¼åÐÔåÄåêÆ 

ÊâÿåÜÈåê¼æ¾²µð 

 (1) ÑæÏÜÈåÉ²µð²ìåê ÜÈåë¼åÐ 

 (2) ÇÈæ×ð¢²ìåê ÜÈåë¼åÐ 

 (3) Ç·Ý×å²µó Äå ÜÈåë¼åÐ 

 (4) Ôåìæ×å¤Ñó – Š´µó©Ôå¼ó¤Äå ÜÈåë¼åÐ 

 

92. X ŠÒÊêÁµåê ²ìåìæÁµåï¡¥’å ôåÑ’åÔæ˜™ÁµåêÂ, 

ßðë ð̄Ñ–Ò µ̃ó T2 Õ¼å²µå¹ð²ìåêÄåêÆ 

ƒÄåêÜÈå²™ÜÈåê¼å¾Áµð. X ~ T
2

pm „Áµæ˜µå 







m – p + 1

pm
 X ŠÒÊêÁµåê 

 (1) t-Õ¼å²µå¹ð²ìåêÄåêÆ ƒÄåêÜÈå²™ÜÈåê¼å¾Áµð 

 (2) ψ2-Õ¼å²µå¹ð²ìåêÄåêÆ ƒÄåêÜÈå²™ÜÈåê¼å¾Áµð 

 (3) F-Õ¼å²µå¹ð²ìåêÄåêÆ ƒÄåêÜÈå²™ÜÈåê¼å¾Áµð 

 (4) ÔðêéÑ–Äå ²ìåìæÔåíúÁµåë ƒÑÓ 
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89. Suppose a random sample of 36 

items is selected from a 

population with standard deviation 

of 12. If the sample mean is 98, 

then the 95% confidence interval 

for the population mean is  

 (1) 94.08 to 101.92 

 (2) 92.85 to 103.15 

 (3) 97.35 to 98.65 

 (4) 90.20 to 105.00 

 

90. The Laspeyre’s and Paasche’s 

Index numbers are examples of  

 (1) Simple aggregative method 

 (2) Average of price relative 

method 

 (3) Weighted aggregative 

method 

 (4) None of the above  

91. Consumer price index numbers 

are obtained by using 

 (1) Laspeyre’s formula 

 (2) Paasche’s formula 

 (3) Fisher’s formula 

 (4) Marshall-Edgeworth formula 

 

92. If a random variable X has 

Hotellings T-squared distribution 

ie X ~ T
2

p,m then 






m – p + 1

pm
 X 

follows 

 (1) t-distribution 

 (2) ψ2-distribution 

 (3) F-distribution 

 (4) None of the above  
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93. ÔæÑó¶²µåÔå²µå SPRT ²ìåêÑ–Ó ÅÑê µ̃å µ́ð 

Å²ìåêÔåêÁµå Š²µǻ µåê ÊðÑð˜µåâÿæÁµå A Ôåê¼åê¾ B 

²ìåê Š²µǻ µåê Å²ìåê¼å ÊðÑð (A < B) ˜µåâÿåÄåêÆ 
† ’ðâÿå̃ ™Äå ÜÈåÒÊÒÁ·µåÁ™ÒÁµå ’åÒ´µåê 
à´™²ìåêÑæ˜µåê¼å¾Áµð 

 (1) A = log






β

1 – α
 Ôåê¼åê¾  

  B = log






1 – β

α
 

 (2) A = log






1 – α

β
 Ôåê¼åê¾  

  B = log






1 – β

α
 

 (3) A = 
α

1 – β
 Ôåê¼åê¾ B = 

1 – α

β
 

 (4) A = 
1 – α

β
 Ôåê¼åê¾ B = 

α

1 – β
 

 

94. ßå¼åê¾ ÜÈåÒ•ÿðÏ˜µåâÿå ˜µæ¼åÐÔåíúâÿåä ÜÈå²µåâÿå ²ìåìæÁµåï¡¥’å 
ÔåìæÁµå²™²ìåêÄåêÆ (àÒÁ™²µåê˜™ÜÈåÁµð …²µåêÔå 

ÇÈåÁµåÂÃ½²ìåêÑ–Ó) §ÒÁµåê 90 ÜÈåÒ•ÿðÏ µ̃åâÿå 
˜µæ¼åÐÔåíúâÿåä Áµðë µ́å¶ ˜µåêÒÇÝÅÒÁµå „²™ÜÈåÑæ˜™Áµð. 
† ÔåìæÁµå²™²ìåê ÜÈå²µæÜÈå²™ ßæ˜µåë Å²ìåê¼å 

(ÔåìæÄå’å) ÕôåÑÄð²ìåêê ’åÐÔåêÔæ˜™ 40 Ôåê¼åê¾ 

5 …²µåê¼å¾Áµð. …ÒÁ¿·µå ÔåìæÁµå²™²ìåê ÜÈå²µæÜÈå²™²ìåê 
ƒÒÁµæ¨’ð²ìåêÑ–ÓÄå ÇÈåÐÔåìæ¸ ÁµðëéÚÈåÔåíú  

 (1) 1.57 

 (2) 2.46 

 (3) 0.52 

 (4) 5.0 

95. §ÒÁµåê lpp ²ìåêÑ–Ó BFS ÄåÑ–Ó²µåêÔå 

×åëÄåÏÔåÑÓÁµå ôåÑ’å µ̃åâÿåÄåêÆ  

 (1) ÔåêëÑÊ·åë¼å ôåÑ’å ŠÄåêÆ¼æ¾²µð 

 (2) ÔåêëÑÊ·åë¼åÔåÑÓÁµå ôåÑ’å ŠÄåêÆ¼æ¾²µð 

 (3) ’ðë²µå¼ð²ìåêêâÿåä ôåÑ’å ŠÄåêÆ¼æ¾²µð 

 (4) ßðôåê¢Ôå²™ ôåÑ’å ŠÄåêÆ¼æ¾²µð 

 

96. Å²ìðëé¦Äð ÜÈåÔåêÜÈðÏ²ìåêÑ–Ó Ôðôå¢Áµå ÔåìæÏ°Ð’óÞ 

ôåôò¢’åÔæ˜™²µåÁ™ÁµåÂÑ–Ó, † ÜÈåÔåêÜÈðÏ²ìåêÄåêÆ 

àé˜µðÄåêÆ¼æ¾²µð. 

 (1) ÜÈåÔåê¼ðëéÑ–¼å Å²ìðëé¦Äð ÜÈåÔåêÜÈðÏ 

ŠÄåêÆ¼æ¾²µð 

 (2) ƒÜÈåÔåê¼ðëéÑ–¼å Å²ìðëé¦Äð ÜÈåÔåêÜÈðÏ 

ŠÄåêÆ¼æ¾²µð 

 (3) ÔåìæÇÈå¤ ™́ÜÈåÑæÁµå Å²ìðëé¦Äð ÜÈåÔåêÜÈðÏ 

ŠÄåêÆ¼æ¾²µð 

 (4) ÔðêéÑ–Äå ²ìåìæÔåíúÁµåë ƒÑÓ 



124 (43 - A) 

93. In Walds SPRT, the two constants 

of the stopping rule A & B                  

(A < B) are determined by the 

relation 

 (1) A = log






β

1 – α
 and  

  B = log






1 – β

α
 

 (2) A = log






1 – α

β
 and  

  B = log






1 – β

α
 

 (3) A = 
α

1 – β
 and B = 

1 – α

β
 

 (4) A = 
1 – α

β
 and B = 

α

1 – β
 

 

94. A simple random sample of size 

10 is drawn without replacement 

from a population having 90 units. 

If the mean and S.D. of the sample 

observations are 40 and 5 

respectively. Then the estimate of 

the standard error of the sample 

mean is  

 (1) 1.57 

 (2) 2.46 

 (3) 0.52 

 (4) 5.0 

95. In an lpp the non-zero variables in 

a BFS are called  

 (1) Basic variables 

 (2) Non-basic variables 

 (3) Slack variables 

 (4) Surplus variables 

 

96. Whenever the cost matrix of an 

assignment problem is not a 

square matrix, then the problem is 

called as  

 (1) Balanced AP 

 (2) Unbalanced AP 

 (3) Modified AP 

 (4) None of the above 
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97. §ÒÁµåê ²ìåêÒ¼åÐÁµå ÅÔå¤ßå¹æ Ôðôå¢Ôåíú 
ÜÈåÔåê²ìåê ’åâÿðÁµåÒ¼ð ¦ÿæÜÝ¾ „˜µåê¼æ¾ …ÁµåÂ²µð, 
Ôåê¼åê¾ † ²ìåêÒ¼åÐÁµå ˜µåê¦²™ ÊðÑð²ìåêê 
ÜÝÀ²µåÔæ˜™ÁµåÂ²µð, Ôåê¼åê¾ † ²ìåêÒ¼åÐÁµå ÜÈå²µæÜÈå²™ 
ÔæÚÝ¤’å Ôðôå¢ÔåÄåêÆ ’åÅÚÈå± Ôåê®±ÁµåÑ–Ó́ µåÑê, 
† ’ðâÿå˜™Äå ÜÈåÒÁµåÊ·å¤ÁµåÑ–Ó ²ìåêÒ¼åÐÁµå 
ÊÁµåÑæÔå¹ð²ìåêê ÜÈåë’å¾Ôæ˜™²µåê¼å¾Áµð. 

 (1) …Ñ–Ó²ìåêÔå²µð˜™Äå ÜÈå²µæÜÈå²™ •ôåê¤, 
ÇÈåÐÜÈåê¾¼å ÅÔå¤ßå¹æ Ôðôå¢“”Ò¼å ’ǻ ™Ôðê 
…ÁµåÂ²µð  

 (2) …Ñ–Ó²ìåêÔå²µð˜™Äå ÜÈå²µæÜÈå²™ •ôåê¤, 
ÇÈåÐÜÈåê¾¼å ÅÔå¤ßå¹æ Ôðôå¢’ð” 
ÜÈå²™ÜÈåÔåêÄæ˜™ÁµåÂ²µð 

 (3) ’åâÿðÁµå ÔåÚÈå¤Áµå ÅÔå¤ßå¹æ Ôðôå¢Ôåíú, 
ÇÈåÐÜÈåê¾¼å ÅÔå¤ßå¹æ Ôðôå¢“”Ò¼å ’ǻ ™Ôðê 
…ÁµåÂ²µð 

 (4) ’åâÿðÁµå ÔåÚÈå¤Áµå ÅÔå¤ßå¹æ Ôðôå¢Ôåíú, 
ÇÈåÐÜÈåê¾¼å ÅÔå¤ßå¹æ Ôðôå¢’ð” 
ÜÈå²™ÜÈåÔåêÄæ˜™ÁµåÂ²µð 

98. M/M/I (∞/FIFO) ŠÒÊ §ÒÁµðé §ÒÁµåê 

ÜÈå²µåÁ™ ÜÈæÑ–ÄåÑ–Ó, §âÿåßå²™Ôåíú λ Å²ìåê¼æÒ’å 
ßðëÒÁ™²µåêÔå ÇÈðîéÜÈæÄó Äå Õ¼å²µå¹ð²ìåêÄåêÆ 
ƒÄåêÜÈå²™ÜÈåê¼å¾Áµð. ßæ˜µåë ÜÈðéÔð²ìåêê 

µ Å²ìåê¼æÒ’å ßðëÒÁ™²µåêÔå ›æ½é²ìåê 
Õ¼å²µå¹ð²ìåêÄåêÆ ƒÄåêÜÈå²™ÜÈåê¼å¾Áµð. † ÜÈå²µåÁ™ 
ÜÈæÑ ’ðéÔåÑ §ÒÁµðé ÜÈæÑ–ÄåÑ–ÓÁµåêÂ, ƒÇÈå²™Õê¼å 
ÜÈæÔåêÁ¿·µåùÏ¤ÔåÄåêÆ ßðëÒÁ™ÁµåêÂ, ÔðëÁµåÑê 
ÊÒÁµåÔå²™˜µð ÔðëÁµåÑ „ÁµåÏ¼ð²ìåêÑ–Ó 

ÜÈðéÔð²ìåêÄåêÆ Åé´µåÑæ˜µåê½¾Áµð ρ = 
λ

µ
 „Áµå²µð 

† ÜÈå²µåÁ™ ÜÈæÑ–Äå ÜÈå²µæÜÈå²™ ‡ÁµåÂÔåíú E(n) † 
’ðâÿå ™̃Äå ÜÈåë¼åÐÔåÄåêÆ ßðëÒÁ™²µåê¼å¾Áµð. 

 (1) 
ρ2

1 – ρ
 (2) (1 – ρ)ρn 

 (3) 
1

(1 – ρ)
 (4) 

ρ

1 – ρ
 

99. lpp ²ìåêÑ–Ó §ÒÁµåê ÇÈå²™ßæ²µåÔåíú Z = CX, 

s.t. Ax = b, X ≥ 0 ²ìåê ‡¼åÉÄåÆÔåÄåêÆ 

’åÅÚÈå³˜µðëâ–ÜÈåê¼å¾Áµð. ßæ˜µð²ìðêé † ’ðâÿå ™̃Äå 

‡¼åÉÄåÆÔåÄåêÆ ˜µå²™ÚÈå³ µ̃ðëâ–ÜÈåê¼å¾Áµð. 

 (1) Z* = –Z = –CX s.t. AX = b, 

X ≥ 0 

 (2) Z* = Z = CX s.t. AX = b,          

X ≥ 0 

 (3) Z* = Z = CX s.t. AX ≤ b,          

X ≥ 0 

 (4) ÔðêéÑ–Äå ²ìåìæÔåíúÁµåë ƒÑÓ 

 

100. SQC † ’ðâÿå˜™ÄåÁµåÄåêÆ ÇÈå¼ð¾ Ôåìæ´µåÑê 

ÜÈåßå’å²™ÜÈåê¼å¾Áµð 

 (1) ôæÄóÞ ÊÁµåÑæÔå¹ð 

 (2) §®ê± ÊÁµåÑæÔå¹ð 

 (3) Å˜µåÁ™ Ôåìæ´µåÊßåêÁµæÁµå ÊÁµåÑæÔå¹ð 

 (4) ÁµðëéÚÈåÇÈåî²™¼å ÊÁµåÑæÔå¹ð 
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97. The cost of maintaining a     

machine is given as a function 

increasing with time, and it’s 

scrap value is constant. Then the 

average annual cost will be 

minimized by replacing the 

machine when 

 (1) the average cost to date is 

less than the current maintain 

cost 

 (2) the average cost to date 

becomes equal to the current 

maintenance  cost 

 (3) Previous year maintenance 

cost is less than current 

maintenance cost 

 (4) Previous year maintenance 

cost is equal to current 

maintenance cost 

 

98. In a M/M/I (∞/FIFO) is a queue 

with Poisson input with parameter 

λ, exponential service with 

parameter µ, with single channel. 

Queue capacity being infinite with 

first in first out system, if ρ = 
λ

µ
, 

then average length of the queue 

E(n) is given by 

 (1) 
ρ2

1 – ρ
 (2) (1 – ρ)ρn 

 (3) 
1

(1 – ρ)
 (4) 

ρ

1 – ρ
 

99. In an lpp a solution which 

minimizes the function Z = CX, 

s.t. Ax = b, X ≥ 0 also maximizes 

the function 

 (1) Z* = –Z = –CX s.t. AX = b, 

X ≥ 0 

 (2) Z* = Z = CX s.t. AX = b,          

X ≥ 0 

 (3) Z* = Z = CX s.t. AX ≤ b,          

X ≥ 0 

 (4) None of the above 

 

100. SQC helps us in detecting 

 (1) Chance variation 

 (2) Total variation 

 (3) Assignable variation 

 (4) Error variation 
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ÔåÚÈå¤Äó ’ðëé µ́ó

† ÇÈåÐ×ðÆÇÈåíúÜÝ¾’ð²ìåêÄåêÆ ¼ð²µð²ìåêêÔåÒ¼ð ÅÔåê˜µð ½â–ÜÈåêÔåÔå²µð˜µåë …ÁµåÄåêÆ ¼ð²µð²ìåê’åë´µåÁµåê.

ÇÈåÐ×ðÆÇÈåíúÜÝ¾’ð
ÅÁ™¤ÚÈå± ÇÈå½Ð’ð

(ÇÈå½Ð’ð-II)
úúúúú

µ̃å²™ÚÈå³ ÜÈåÔåê²ìåê ‘ 2 µ̃åÒ ð̄̃ µåâÿåê µ̃å²™ÚÈå³ ƒÒ’å̃ µåâÿåê ‘ 200

A

ÕÚÈå²ìåê ÜÈåÒ’ðé¼å : 124

ÜÈåëôåÄð˜µåâÿåê
1.  ÇÈå²™é’ðÛ ÇÈæÐ²µåÒÊ·å̃ µðëÒ µ́å ¼å’åÛ¸Ôðé õ.ŠÒ.„²µó.  ‡¼å¾²µå ßæâÿð²ìåêÑ–Ó ÇÈåÐ×ðÆ ÇÈå½Ð’ð ×ðÐéº²ìåêÄåêÆ ̃ µåê²µåê¼åê Ôåìæ µ́åêÔå

ÔðëÁµåÑê, † ÇÈåÐ×ðÆ ÇÈåíúÜÝ¾’ð²ìåêÑ–Ó ÔåêêÁ™Ð¼åÔæ µ̃åÁµå ƒÁ¿·µåÔæ ßå²™Á™²µåêÔå ƒÁ¿·µåÔæ ²ìåìæÔåíúÁµðé ÇÈåíú® …ÑÓÁ™²µåêÔå ƒÁ¿·µåÔæ
ÔåêêÁ™Ð¼åÔæ µ̃åÁµå ÇÈåÐ×ðÆ µ̃åâÿåê …¼æÏÁ™ §âÿå̃ µðëÒ ™́ÑÓÔðÒÊêÁµåÄåêÆ ÅéÔåíú ÇÈå²™é“ÛÜÈå¼å’å”ÁµåêÂ. ÔðêéÑ–Äå ²ìåìæÔåíúÁµðé ÁµðëéÚÈå
’åÒ µ́åêÊÒÁµåÑ–Ó ƒÁµåÄåêÆ àÒ½²µåê ™̃ÜÝ ÑÊ·åùÏÕ²µåêÔå ×ðÐéº²ìåê ÇÈå²™ÇÈåî¸¤ÔæÁµå Êðé²µð ÇÈåÐ×ðÆ ÇÈåíúÜÝ¾’ð²ìåêÄåêÆ ÇÈǻ µð²ìåê¼å’å”ÁµåêÂ.

2. ƒÊ·åùÏÁ¿·™¤²ìåêê ÇÈåÐ×ðÆ ÇÈåíúÜÝ¾’ð²ìåê ÔåÚÈå¤Äó ’ðëé µ́ó A, B, C ƒÁ¿·µåÔæ D, ƒÄåêÆ Ôåê¼åê¾ ÄðëéÒÁµåº ÜÈåÒ•ÿðÏ²ìåêÄåêÆ  OMR

‡¼å¾²µå ÇÈå½Ð’ð²ìåêÑ–Ó ƒÁµå’æ” ™̃ §Áµå̃ ™ÜÈåÑæ ™̃²µåêÔå ÜÈåÀâÿåÁµåÑ–Ó Ê²µðÁµåê ÜÈåÒ’ðé¼å (ŠÄó ’ðëé µ́ó) µ̃ðëâ–ÜÈåÊðé’åê. ßæ µ̃åë
Å˜µåÁ™¼å ÜÈåÀâÿåÁµåÑ–Ó ¼æÔåíú Ôåê¼åê¾ ÜÈåÒÕé’åÛ’å²µåê ÜÈåà Ôåìæ´™²µåêÔåíúÁµåÄåêÆ •¡¼å ÇÈå´™ÜÝ’ðëâÿåäÊðé’åê. õ.ŠÒ.„²µó.
ßæâÿð²ìåêÑ–Ó  ½â–ÜÝ²µåêÔå ²ìåìæÔåíúÁµðé Ôåìæà½²ìåêÄåêÆ Ê·å½¤ Ôåìæ µ́åêÔåíúÁµåê/ŠÄó ’ðëé µ́ó Ôåìæ µ́åêÔåíúÁµåê ƒÊ·åùÏÁ¿·™¤ µ̃åâÿå
¦ÔæÊæÂ²™²ìåìæ ™̃²µåê¼å¾Áµð. §ÒÁµåê Ôðéâÿð Ê·å½¤ Ôåìæ µ́åÁ™ÁµåÂÑ–Ó/¼åÇÝÉÁµåÂÑ–Ó ƒÒ¼åßå õ.ŠÒ.„²µó. ‡¼å¾²µå ßæâÿð²ìåêÄåêÆ
½²µåÜÈå”²™ÜÈåÑæ µ̃åêÔåíúÁµåê.

3. ÇÈå’å”ÁµåÑ–Ó §Áµå̃ ™ÜÝ²µåêÔå ôò’åÁµåÑðÓé ÅÔåêÍ ÄðëéÒÁµåº ÜÈåÒ•ÿðÏ²ìåêÄåêÆ
ÄåÔåêëÁ™ÜÈåÊðé’åê. ÇÈåÐ×ðÆ ÇÈåíúÜÝ¾’ð²ìåêÑ–Ó Êðé²µð ‹ÄåÄåëÆ Ê²µð²ìåêÊæ²µåÁµåê.

4. † ÇÈåÐ×ðÆ ÇÈåíúÜÝ¾’ð 100 ÇÈåÐ×ðÆ µ̃åâÿåÄåêÆ §âÿå̃ µðëÒ ™́²µåê¼å¾Áµð. ÇÈåÐ½²ìðëÒÁµåê ÇÈåÐ×ðÆ²ìåêê 4 ‡¼å¾²µå̃ µåâÿåÄåêÆ §âÿå̃ µðëÒ ™́²µåê¼å¾Áµð.
ÅéÔåíú ‡¼å¾²µå ÇÈå½Ð’ð²ìåêÑ–Ó ̃ µåê²µåê¼åê Ôåìæ µ́åÊðé’ðÒÁ™ÅÜÈåêÔå ‡¼å¾²µåÔåÄåêÆ „²ìðê” Ôåìæ ™́’ðëâ–ä. §ÒÁµåê Ôðéâÿð ƒÑ–Ó §ÒÁµå“”Ò¼å
ßðôåê¢ ÜÈå²™²ìåìæÁµå ‡¼å¾²µå̃ µåâ–Ôð²ìðêÒÁµåê ÅéÔåíú Ê·æÕÜÝÁµå²µð ƒ¼åêÏ¼å¾ÔåêÔðÅÜÈåêÔå ‡¼å¾²µå’ð” ̃ µåê²µåê¼åê Ôåìæ ™́. ‹Äðé „Áµå²µåë
ÇÈåÐ½ ÇÈåÐ×ðÆ µ̃ð ÅéÔåíú ’ðéÔåÑ §ÒÁµåê ‡¼å¾²µåÔåÄåêÆ Ôåìæ¼åÐ „²ìðê” Ôåìæ µ́åÊðé’åê.

5. ŠÑæÓ ‡¼å¾²µå̃ µåâÿåÄåêÆ ÅÔåê µ̃ð §Áµå̃ ™ÜÈåÑæ ™̃²µåêÔå ÇÈåÐ¼ðÏé’å ‡¼å¾²µå ÇÈå½Ð’ð²ìåêÑ–ÓÓ (OMR Sheet) ’ðéÔåÑ ’åÇÈåíþÉ ƒÁ¿·µåÔæ ÅéÑ–
×æÎê²ìåê  ÊæÑóÇÈæÎêÒ¯ó ÇÈðÅÆÄåÑ–Ó Ôåìæ¼åÐ µ̃åê²µåê¼åê Ôåìæ µ́åÊðé’åê. ‡¼å¾²µå ÇÈå½Ð’ð ßæâÿð²ìåêÑ–ÓÄå ÜÈåëôåÄð̃ µåâÿåÄåêÆ

µ̃åÔåêÅÜÈåêÔåíúÁµåê.
6. ŠÑæÓ ÇÈåÐ×ðÆ µ̃åâ–̃ µð ÜÈåÔåìæÄå ƒÒ’å̃ µåâÿåê. ÇÈåÐ½ ¼åÇÈåíþÉ ‡¼å¾²µå’ð” ÇÈåÐ×ðÆ µ̃ð Å µ̃åÁ™ÇÈǻ ™ÜÝÁµå ƒÒ’å̃ µåâÿå 0.25 ²µåÚÈåê± ƒÒ’å̃ µåâÿåÄåêÆ

’åâÿð²ìåêÑæ µ̃åêÔåíúÁµåê.
7. ¡¼åê¾ ’ðÑÜÈå’æ”˜™ ßæâÿð˜µåâÿåÄåêÆ ÇÈåÐ×ðÆ ÇÈåíúÜÝ¾’ð²ìåê ’ðëÄð²ìåêÑ–Ó ÜÈðé²™ÜÈåÑæ˜™Áµð. ÇÈåÐ×ðÆÇÈåíúÜÝ¾’ð²ìåê …ÄåêÆâ–Áµå ²ìåìæÔå

Ê·æ µ̃åÁµåÑ–Ó²ìåêë ÅéÔåíú ²ìåìæÔå ²™é½²ìåê ̃ µåê²µåê¼åÄåêÆ Ôåìæ µ́å¼å’å”ÁµåÂÑÓ.
8. ÇÈå²™é’ðÛ²ìåê Ôåêê’æ¾²ìåêÔåÄåêÆ ÜÈåë¡ÜÈåêÔå ƒÒ½Ôåê ̃ µåÒ ð̄ Êæ²™ÜÝÁµå ¼å’åÛ¸Ôðé ‡¼å¾²µå ÇÈå½Ð’ð²ìåê ßæâÿð²ìåêÑ–Ó …ÄæÆÔåíúÁµðé

µ̃åê²µåê¼åêÔåìæ µ́åêÔåíúÁµåÄåêÆ ÅÑ–ÓÜÈåÊðé’åê. ÜÈåÒÕé’åÛ’å²µåê ÊÒÁµåê ÅÔåêÍÑ–Ó²µåêÔå ‡¼å¾²µå ÇÈå½Ð’ð²ìåê ßæâÿð²ìåêÄåêÆ ¼åÔåêÍ Ôå×å’ð”
¼ð̃ µðÁµåê’ðëÒ µ́åê  Ñð’å”’ð” ¼ð̃ µðÁµåê’ðëâÿåêäÔåÔå²µð̃ µåë ÅÔåêÍ ÅÔåêÍ „ÜÈåÄåÁµåÑ–Ó²ìðêé ’åêâ–½²µå¼å’å”ÁµåêÂ.

9. ÇÈåÐ×ðÆ µ̃åâÿåê ’åÄåÆ µ́å Ôåê¼åê¾ „Ò µ̃åÓ Ê·æÚÈð²ìåêÑ–Ó²µåê¼å¾Ôð. ’åÄåÆ µ́å ÇÈåÐ×ðÆ µ̃åâÿåÑ–Ó ÜÈåÒÁµðéßå ‡Ò¯æÁµå²µð, Áµå²ìåêÕ®ê± „Ò µ̃åÓ Ê·æÚÈð²ìåê
ÇÈåÐ×ðÆ˜µåâÿåÄåêÆ ˜µåÔåêÅÜÈåêÔåíúÁµåê. ÇÈåÐ×ðÆ ÇÈå½Ð’ð²ìåê ÇÈåÐ×ðÆ˜µåâÿåÑ–Ó ²ìåìæÔåíúÁµðé ˜µðëÒÁµåÑ˜µåâ–ÁµåÂ²µåë „Ò˜µåÓÊ·æÚÈð²ìåê ÇÈåÐ×ðÆ˜µåâÿðé
ƒÒ½ÔåêÔæ ™̃²µåê¼å¾Ôð.

ÄðëÒÁµåº ÜÈåÒ•ÿðÏ

²ìåìæÔåíúÁµðé ²™é½²ìåê ÔðëÊðñÑó Ç·ÈðùîéÄó, ’æÏÑó ’åêÏÑðé®²µó Ôåê¼åê¾ …¼å²µð ²™é½²ìåê ŠÑð’æ±øÅ’ó/’åÔåêêÏÅ’åðéÚÈåÄó
ÜÈæÁ·µåÄå̃ µåâÿåê …¼æÏÁ™̃ µåâÿåÄåêÆ ÇÈå²™é’æÛ ’ðéÒÁµåÐÁµå „Ôå²µå̧ Áµðëâÿå̃ µð ¼å²µåêÔåíúÁµåÄåêÆ ÅÚÈðéÁ·™ÜÝÁµð.

Note : English version of the instructions is printed on the front cover of this booklet.124-A
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