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Incorrect pairs are

I. 22 Factorial Experiment - 3 main effects
II. 2% Factorial Experiment — 2 main effects
III. - 32 Factorial Experiment — 3 levels

IV. 33 Factorial Experiment — 2 levels

(A) TIandII

B) IIandIV

\@” Il and I

(D) IV andIII

(E) Answer not known

seupner GCemig seTmeuear

I
IL.

IIIL

@A)
(B)
©
D)
(E)

22 LEAs Hmrius Congmansdr — 3 (s efleeTayseT
23 LEs Hmrus Cersmansdr — 2 (e cfleeTayseT
32 Lehs AmuiLs Congamenser — 3 WL LEIGET

3 LEHs AL Cong@anser — 2 WL L GET

I wogw IT

IT whmon IV

IIT wpgw I

IV wipmw ITI

alen Qs Mwefcrene
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2. In the case of one-way classification the total variation can be split into

&
B)
(©)
D)
(E)

Two components
Three components
Four components
Only one component

Answer not known

@@ aufl uasliumligd QLTSS TN L

(A)
(B)
©
D)
(E)

Qe FmmseTns
CLPETM) SnMISGETTS
[BITCN(S FaMISeTTS
@0y @@ FmmsaTTs
elenL. QAzflwelcrena

Gfssembd

3.  For the estimation of the error variance maximum number of degrees of
freedom is given in

\"_ 4
(B)
©)
(D)

CRD
RBD
LSD

Factorial experiments

(E) Answer not known

ureupuy Yewullaear wHLGHusHE Hsul s sl aarafisms WGememw
aThs S LSS 2 arerg ?

A)
(B)
©)
(D)

(E)

CSST/2023

CRD

RBD

LSD

snyenfle Cangenen
alen Gsflwaeierenew
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4.

Find F-ratio from the given ANOVA table :

Source of Variation | Sum of Squares | Degrees of Freedom
Treatment 250 2
Error ~ 200 12
Total 450 14
(A) 7.9854 .
;.@Bf 7.4985
(C) 8.4985
(D) 8.9854

(E) Answer not known

QarhssuulGearer @ el LIYPUILEL wEGUUTDe L euamaTudlelmbg
F-cdlgsems sam®i9y

WLIMIUTL Q6T eped | euidsmgalen gmbige | SLig6TemD FnnseT
BL-SEI(P@®DEHCT 250 2
Glentp 200 12
Glomgsib 450 14

(A) 7.9854

(B) 7.4985

(C) 8.4985

(D) 8.9854

(E) er Qgfweldrenaw
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5. The number of all possible samples of size two from a population of

4 units as

A 2 B) 4
©) 8 D) 12

(E) Answer not known

4 sw@seT QstamL wasdT Cgrestle @Mmbs ey @ramgdr FTswuoTen
Siwagg wrdisafler anamilsams

A 2 (B) 4

C) 8 D) 12

(E) &fen Qzfweiidens

6. The discrepancies between sample estimate and population parameter is

termed as
(A) Human error (B) Formula error
(C) Non-sampling error \{f) Sampling error

(E) Answer not known

Pows QsTGS ieTaym WHMD Sam wHULTEISES GeLCuwrear wpreaTUTL L
GD&@W0 Cemhenmy

(A) wveils YGe B) @&sdru Qe

(C) wvrdfl s@ers Yaw (D) wrdA Genip

(E) e QzsMweiideane
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Find the odd one from the following :

A4)
(B)
(©)

Stratified random sampling
Systematic sampling

Cluster sampling

\eﬂf Quota sampling
(E) Answer not known

QumrmssLildvens gerteanm S by sse b

A)
(B)
(©
(D)
(E)

u@ss soeuMULIL FODHSSH
Yonssnibs ambnhssd
Qsnsg saQDHSSD

25650 mADHSSD

clenL Qg flwaellcvana

If n sample units are selected from N population units then the sampling
fractionis '

n
o L

1 1)
n

©)

(E) Answer not known

(B)

L
N .
N
n

N sodlamar caLw wyews QsrEGHuldmbg n SeTeemer gabaear ahHSSTD
Sigen sam Genanonang

(A4)

(©)
(E)

elen Qg Mwelcvene

(B)

D)

1
N
N

n
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9. Systematic sampling means

(A) Selection of ‘n’ continuous units

6 Selection of ‘n’ units situated at equal distances
(C) Selection of ‘n’ largest units
(D) Selection of ‘n’ middle units in a sequence

(E) Answer not known

n&snihs FmOnHESH WD Temmmed

(A) Qsrisfwner ‘v’ 2 priyseer Csib0sHEs0

(B) ‘n epguysamer sv Qe CQeuelie Coiblsh s
(C) Bsu@uilu ‘P e guysmer Caib0sHES®

(D) ewvwusddmssn 7 e guysmer CaibOsHEs
(E) e QsMweicorena

10. Moment generating function of the chi-square distribution is
A) (1-2it)"?
B -2t
©) (@-2it)™?

) (1-25)"2

(E) Answer not known

zé ureue @eir ellwssl QUmEGSS CSTas 2 (HeumdHEh &m’rq
Q) @Q-2it)"?

B @-2t)"?

(C) (1-2ir)™?

D) @Q-2t)™?

(E) e Qsfwucideme
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11. A Company gave an training to its salesman to increase the sales.
A random sample of 6 salesman was selected and the value of their sales
before and after the training is recorded. Which test will be more

 appropriate to test whether there is an increase in mean sales.

(A) normal test *Er paired ¢ test

(C) 72 test (D) F-test

(E) Answer not known

@@ foeead gaig odpumenurarhs® lbuemardw Hasfss Sy LGHS
<afllgsg. 6 dpumeanunarisailer Fyopm wrdfl Csiey CQewwiul @, vkDHés
wergy b Wergyd Qewwiiuc L wdouy udey Aewiu L g). grrefl llbhuameruie
fsfiy o arengm ecranm Condlas arbs Conganear uTmsswTaTZ)

A) Quehae Cergemer (B) @eenssuucL t Cargaar

(C) »2 Cengener (D) F Gsngeven

(E) e Qsfweidena

12. The skewness of chi-square distribution is

A) vz B) V2(n)

n

5 F D) vzn
n

(E) Answer not known

M&-auiiss ugeuelen GCamiL Gspeurearg

A) if— B) V2®)
(€) \/% D) 2n

(E) ofevi Ggrﬂu_lsﬁl‘éoma)
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13. If the value of v =1 in students ‘¢’ distribution the distribution reduces to
distribution.

(A) Normal distribution
B) B,|ZL, ’—’&)

| B 2( 2’9

v(() Cauchy’s distribution
(D) F-distribution
(E) Answer not known

do@reiev T ugeudled v =1 (V-er wHUY @eam) aalld =i
uyeuens WwrmEleTmg.

A) rFEHouy ured

(B) Suir Qranineug euens Sy (’—?'21—, 222—)
(C) srefuien ugeue

(D) F -ugaue

(B) e Gsfualdame

14. F-distribution is highly positively skewed because
\(ﬁy mean > 1 and mode < 1
(B) mean<1land mode<1
(C) mode>1and mean>1
(D) mode<1and mean<1
(E) Answer not known

F-urauaraig eiflsulswrs Crrveapwurear Gam L ugaud aariu@b goarafld
(A) egrefl > 1 wpgd ws® <1

(B) s&gmef <1 wpmid wps® <1

O ws® > 1 wpmbd syred > 1

D) ws® <1 wpmbd syred < 1

(E) e QsAwelcrena
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15.

16.

In a normal distribution the ratio of Q.D : M.D : SD is
A 2:4:1

W& 10:12:15

) 3:5:1

D) 0:1:2

(E) Answer not known

20 Auafow uraudd, @oasaia Q.D : M.D : SD «ésn

A 2:4:1
B) 10:12:15
C 3:5:1
D) 0:1:2

(E) oo Qsflueiicoena

The moment generating function of standard normal variate is

(A) e;lt+t20'2

t20'2

(E) Answer not known
AL Queflea wihlular desst QuBESS AsTms 2 (HaMsEGL sriumamg)

(A) e;1)§+tzo'2

,ut+—tfo-—2
B) e 2

2
(©) e't‘"—

t2
D) e

(E) e Gsfluaideaa
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17. The distribution for which the mode does not exist is

(A) Normal Distribution (B) t-Distribution

% Uniform Distribution (D) F-Distribution
(E) Answer not known
wsh Qoo Lreue
A) Quaefle ureed (B) t-ugeue
(C) &ymam ugeue (D) F-upeue
(E) e Qsfusioamea

18. The given probability function f(X )=2iX for X =1, 2, 3--- represents

(A) Bernoulli Distribution (B) Poisson Distribution
Geometric Distribution (D) Uniform Distribution
(E) Answer not known

Qer@ssuiuc L fapsse) smiy f(X)=2iX for X=1,2,3.- gduug.

(A) QuiQerered LiFeue (B) umiser ureud
(C) Qumssw uredm (D) swssgmen uyeud
(E) oMo Qsfwefdvana .

19. If X is a Poisson variate such that P(X =2)=9P (X =4)+90P (X =6)
then the value of 1 is

4) 0 B -1

N7 0 D) 2

(E) Answer not known

X TeTm FLoeumiILiy wrews FNiHSS) Guogibd
P(X=2)=9P(X=4)+90P(X =6) aafler A -an iy
@A) o B) -1
©€) 1 D) 2.
(E) e Qsfwedrane
CSST/2023 12 YAN
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20. The mean and variance of Binomial distribution are 4 and %

respectively. Find P(X>1). .
@ " R e
C) 1+q" D) (=¢")
(E) Answer not known

FEoILY ugeueder syrefl whmibd wryUTLLeareeiulier wHiiy weanGuw 4 wHmb %

TETLSTED. ScauTEpafe P(X21) sawnsdl®s. . -

@) q" - (B) 1-q"
©) 1+q* @) (-g™)

(E) oflen @sfweiierenad

21. The mean is greater than the variance of binomial distribution

\ﬁf Always true (B) Never true
(C) Sometimes true (D) Always false

(E) Answer not known
FEOILY ureuele sgrsflurang urapLigmwel Sfswrarg.

(A) euQurgib 2 @rew (B) @@mQumusib 2 a@remw 0
(C) fo Cryusailer 2 amento (D) euQumsibd g,eu@

(E) ofenr QgfMwellédena
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22,

If the independent random variables X, Y are binomially distributed
respectively with n =3, pzé and n =5, p=% then the probability value

of X+Y >11s
18 2\®
@ 1-(3) - ® (3

S e

3
(E) Answer not known

X, Y areénp @(m smirupm sweumiiy wrlser weapGu n =3, p-—-% wHmb 1 =5,
p=% vfuyswers QsramL FEHRUYL UU®®E sTibsme oTeafld X+Y 21
erauglen Hapsse| wHLIL

o () 30

o (3 o (f
(E) ofer Qsfucddma

23. Let X be a random variable with the following probability distribution
X 31619
PX=x): % -12- %
Find E(X) |
9 11
A 2 ( 1
(A) 2 | ) 2
13 -0 15
C — D) -2
©) 7 | D) 5
(E) Answer not known | |
@ sw amiiy wrd X Qereumbd Hsnss6] LTaud AsTarbdreng).
X -31619
o PX=x): % % %
E(X) snana
9 11
A) = B) —
(A) 5 (B) 7
13 ’ 15
C) — . D) —
(©) 5 (D) 2
(E) olen QsNwefdrena
CSST/2023 : 14 A
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24. A box contains 8 items of which 2 are defective. A Man selects 3 items at
- random. The expected number of defective items he has drawn is

@) R

3
(D) p

K RN

(®)
(E) Answer not known
(1 Gln_;L'_Lq.uSﬂGi) 8 &@'L'Juu].a;eir o draran. fled 2 GpurheTetenal. 6(h W6

Erop wepWe 3 Qurmlsmes CsibsHsSnmer. el umrbs G®puUThHETer
QummLsefar erdiumissliuBn aarailsms.

(A) (B)
© (D)

(E) e Qgfwelerena

NN I
3w -Mco

25. If Xis a random variable, then E[(e’ @-a)] is

(A) Characteristic function

: v(gr ‘Moment Generating function
© Probabilify Generating function
D) réh central moment |

(E) Answer not known

X erémm Qg gweumii) wrd erefled E[(e'*®] erenug
(A) Apulbwéys smiy
(B) aewss Gu@és@;r, Qsrens smi
| (C)< Papssa) 2 (Heums@n Fmi
D) rees ewvw dasEl QuBESSAsTMS
(E) Ner Gzsfweldame
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26. A continuous random variable X has a p.d.f. f(x)=3x2, 0<x<1. Find
a and b such that P(X<a)=P(X>a)

wolf el

3

o) ool

(E) Answer not known

e Qsr_isflurar swamitiy wid X eyarg Bspsse; S s sniy f(x)=3x2,
0<x<1. erafllb @ wpmb b Curanpeuperns sar_dMuen P(X<a)=P(X>a)

ool weflf

© a =G) | D) a=(—;-)3

(E) e Gzfweloame

27. For any two continuous variables X and Y, if a variable Z which is a
linear combination of X and Y follows normal distribution, then X and Y
-jointly follows :

(A) Jointly Discrete Distribution
(B) Jointly Continuous Distribution

Bivariate Normal Distribution
(D) Circular Normal Dlstrlbutlon
(E) Answer not known

X vppw Y 4w @ran® Ogreisdlurer wrhsenés, X wopn Y g dwuepdien
Crilwe swameawnear Z wrh Quaoamed LieuamaLs Qerupdearme, X whpnd Y
Sal L sl aTensll Ger@sm(mw.

A) siins galgsall ureu®

(B) &liLnms Qgrirsdlwumrer Ligeud

C) @mwrh Quadmars uFaue

D) e« QuaBameou ura®

(BE) e Qgsfweldame
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' n
28. If X is a discrete random variable, then Y P(X;)=
‘ i=1

@ o ™ 1
(C) -1 ‘(D) «
(E) Answer not known

. . n
X-arémug @ saiss sweumiiiy wrd ereafléd ZP(Xi)=
=1

@ 0 ®) 1
< -1 L (D) «
(E) el Qzsfwedena

29. The probability that a student passes a physics test is 2/3 and the
probability that he passes both physics test and an English test is % If

the probability that he passes at least one test is % then the probability

that he passes the English test is

4 / 4
A) 5 (B) 3
5 2
©) 3 (D) 3

(E) Answer not known

@@ wramea Qupfue ursdéd Csirsdl Qup Hapssey 2/3, CGugud <
wrereue @uoQued wHNL Prdol ur sHd Cgires Qup Hspssey %
G@DHSULFD gCHabd @@l Csieller Cgirsdl Qup Hapssey % crafled b

wresreuer <y hdas Caialldr Cairdl Qup Hawsse,

4 4
A = B =
@) - B) 3
5 2
d D) 2
© 3 D) 3
(E) &ler Qgfweidena
A 17 CSST/2023
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30. In an experiment, if the outcome is not unique but may be any one of the
possible outcomes from the set of sample space then it is

(A) Physical Experiment

(B) Chemical Experiment
Random Experiment

(D) Non-Random Experiment

(E) Answer not known

am Congean@er 1pyey, umitidenr SigliLeLudd mwbS), SNdPg@a WparGL

gD WPWISSTUlen sem Cluwi

A) QuipQwe Csrgenan

(B) GCaudulwer Genganen

(C) sweamiy Cengenen

(D) swaruuupy Csrgemen

(E) &Menr Qgflweilevana

31. If P(AB)=0.10, P(A4)=0.30, P(B)=0.20, then P(4) is
’
A) 0.40

& 0.50

(C) 0.33
(D) 0.52
(E) Answer not known

P(AB)=0.10, P(A)=0.30 wppo P(B)=0.20aale P(4) ez

(A 0.40
(B) 0.50
(C) 0.33
- (D) 0.52
(E) e&len Qgflweildvenew

CSST/2023 ‘ 18 ' A
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'32. A speaks truth 4 out of 5 times. A die is tossed. He reports that there is a
six. What is the chance that actually there was six?

*«5 (B)

(€)

- (E) Answer not known

(D)

S NN 1N
Hlow o

5 @ 4 weop A eanmwn Gusdpri. @ useL 2 @GLLUUGSDS. <o
@muusns st Agflelsdpri. 2 arewuiier m GHHESSHSTET QUTLILIL| GTENEN ?

4 4
@ 3 B)
1 5
© =z D) &

(E) e Qsflwellcvened

33. For two events A and B P(A)=P(%)=% and P(%) =1, then which of the

following statement is true?
. ’
(A) A and B are mutually exclusive

gﬁﬂ A and B are independent
(C) A and B are disjoint
(D) Ais asub-setof B
(E) Answer not known

A wpmo B aarp @ Hepsdsenss P(A);P(%)=;11- and P(%)=—;—, eTesfied,
SpsaLaupdler erg sflwmeng) ?

(A) Awvpmod B ganeopQuireny elessn Hapsfae

(B) A wpgw B sriuppene '

(C) A uwppw B AfssuulL Hapsslse

(D) A aenug B e gionamt Hlapssl

(E) o&Her Qzfweievened

A 19 CSST/2023
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34. In PERT, expected duration of each activity ¢, is

| to +4t, +t
(A) t, =ty +4L, +t, 61%:0 -6m p. .
R to +4t,, +t, |
©) ¢ = D) t, =ty —4t, ~t;

2 .
(E) Answer not known
PERT@e&, geaQeunm Qswe pLeigsmsian erdiumissiu@n srew (f,)

to +4t,, +t
A) t, =ty +4t, +t, B) t,==> 6’" 4

_tot+4t, +1,
- 2
(E) e Osfwefdene

©

D) t, =ty —4t, -1,

35. In a network analysis, Total float is
A Latest finishing time — Earliest finishing time
(B) Latest starting time + Earliest starting time
(C) Earliest finishing time — Earliest starting time
(D) Latest starting time + Earliest finishing time
(E) Answer not known

AQ_IQDQ)I;ILQ]Q'ST&TG'D uGLUMield Qwrss Wsma

A) Qo wye Cprbd — ensaliyu ey Cpyb

B) @mé <mbvu Curd + wéremlgw s7bu Crpw

(C) (PETEnL_igW (Pig 6y Cf(r_r,mb — sl igw U G
D) Qmd wwrou Cpyw + Grbu wprey b

(E) e Osfualdame

CSST/2023 20 | A

3@ Teachingninja.in



36. The assignment problem can be in the form of mxn matrix (C;;) called

(A) Cost matrix

(B) Effective matrix

(C) Assignment matrix
) Unit matrix

(E) Answer not known
@g]é;i%l;@é; SeWEHEG MXN il | (Cy) msmﬂt.i@fn auigauSHed @) (HESEMMLD,

(A) Qseey el

(B) Qeswedpen ianfl
O) 5880 el
D) <iE e

| (E) e Qs Mlwelcrana

37. In marking assignments, which of the following should be preferred?

(A) Only row having single zero

. (B) Only column having single zero

M Only row/column having single zero
(D) Column having more than one zero

- (E) Answer not known
@880 sansdd, essSQsmar GHEs Gataumaaaupdld eargufaw
sieflssiiuL. Ceuaimguwenaey :
A) abep unfusmss Qarar, @Cr euflens wLHIL
(B) adep gggmgm‘@é Qe Qp®H auflens wL_HID
(C) aqveop ynHusmss Qarar. auflas/AphHeatflas WL G
D) gamsE CuiulL ynHuimss Qesrar. GpHeuflas
(E) &ler QsMweldana
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38. Write the dual-of the following Primal LPP
Min Z =4x, +6x,5 +18x4

xX; +3x5 +0x53 23
S.T. Ox; +x5 +2x325

and x;, X5, x5 20

’4 Max. W=35/1 +5y,, S.T. y, <4, 3yi+y2£6, 2y, <18, yl,y220
(B) Max. W =5y, +3y,, S.T; ¥154,3y;+9Y2<6, 2y, <18, y;, 520
(C) Max. W=4':x1 +6x,5 +18x5, S.T. x1-+3x2 >3, .xl +2x3 25, ¥, ¥,20
(D) Max. W =3y, +5y,, S.T. yi <18, 3y; +¥5, <6, 2y, <4, ¥, ¥2,20

(E) Answer not known |

&G Qam@ssuulperer s HlawsE QB (PSS
B&flmy Z=4x; +6xy +18x4

Xy +3x5 +0x3 23
sluur@ser 0x; +x5 +2x3 25
and x;, x5, x5 20

(A) Max. W=3y, +5y,,S.T. y; <4, 3y, +y2.36, 2y, <18, 1, ¥220
(B) Max. W=5y;,+3y,, S.T. 3, <4, 3y +y, 56, 2y, <18, y;, .20

(C) Max. W =4x; +6x, +18x3, S.T. x, +3x5 23, %, +223 25, y;, ¥220

(D) Max. W =3y, +5y,,S.T. <18, 3y; +¥5 <6, 2y, <4, y,¥,=0

(E) e Gsfweldrena
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39.  Operations Research is the study of
(A) Maximisation Techniques Optimisation Techniques
(C) Minimisation Techniques (D) Simulation Techniques
(E) Answer not known |
Qewepeapser LEGLUMIe) @asl ubHd UigILigTEGn
A) Qumworsse star wopsar  (B) Waswrssd sream weapser
(C) Apwwrssd srar WaDSET (D) QewpGumed smer wpevmaer
(E) ofleni Qpfueldme |

40. In double sampling plan with nl 100, n2 =100, ¢; =1 and ¢, =2, the

lot will be accepted if A
(A) d;+d, =3, where d; and d, are no. of defective in the first and

second samples respectively
(B) dl +d, <3 where d; and d, are no. of defective in the flrst and

second samples respectively
U({) d; £1 or d; +d, <3 where d; and d, are no. of defective in the first

and second samples respectively .
(D) d; <1 where d; and d, are no. of defective in the first and second

samples respectively
(E) Answer not known

n =100, ny =100, ¢; =1 wHmb ¢ =2 aamw Q@ samp HLLsdod, Gereumbd

THS Haoasald wuows AsTed goms QamdreriL@ib?

(A) dy+dy=3, d wogw dy eaTLg WPsOTD WHGID @Uasm_mo Famisafle
srauu@D UWsTaTausailen eraimenilsans

B) dy+dy<3 d; wpmpbd dy eeaug sombd wHmb @raTLTnd smmsefld
sraLUGD uWsTaTmausaflen cramantléms

(C) d,<1 or d+dy;<3 d; wpgd dy eaeLgy WPsOMD WLHYD @qmm_rrm
smpiseie sT@LLGL LWsTaTemeseian eremanfsems

D) d,<1 d wvpmbd dy eerug @WsOTD WHMID @uafm_rrm gamsafled

T sreuu®W usTareneusallen craenfléans :

(E) e Qgfweildvene

A 23 ‘ CSST/2023
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41. The maximum limit of percentage defectives in a finally accepted
product is

(A) Acceptance quality level
Average outgoing quality limit

(C) Average total inspection

(D) Average sample number

(E) Answer not known

@mslude G’Q&SDUI'_I_~&DLI§§IUS]& NG GMDUTL g6 2 FFEHL_L. GTOMWITETS)
(A) gpsuulL s7 ad@me

(B) QaueliCumibd ewwssisdear erirene

(C) sgreM Qurss Cengemar

(D) sgref gam ereir

(E) oler QzsfNweldene

42. The Consumer’s Risk is
Véﬁr P (accepting a lot of quaiity P) = B,P. = bad lots
(B) P (rejecting a lot of quality P) = a,P = good lots
(C) 1- P (accepting a lot of quality P.) =1 - S, P. = bad lots
(D) 1- P (rejecting a lot of quality P) =1- a,P = good lots

(E) Answer not known

H&TCeum @I_er'IITI_IT&Tg[ |

(A) P (Qengflen srgdeen P, gppstsnearersed) = B, F, = gopydreg

(B) P (Qsngden gq@ﬁeﬁ P fgrafigsed) = a, P = powaa .

(C) 1-P (Qensfan grsfewen P gims Qsrear@pge) =1- 4,
P, = g@purerg)

D) 1-P (Qsrsden sysHeaven P ‘rﬂmrasrﬂg,g,cn) 1-a,P =poama

(E) &Merr Qsflueidena
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43. Choose the right matches among type

1. X-chart - X+AR

2. C-chart - C + 3JC

3. np-chart - p+3 raq
- n

4. p-chart - npx3ynp(l-p)

(A) 1 and 3 are correct
(B) 2 and 3 are correct
qef 1 and 2 are correct
(D) 2 and 4 are correct

(E) Answer not known

sflurer Qurpsssns Coiey Qs

1. sgrefl cwedguLd — ? + AZI_?

2. C-auenyuLbd - C +3JC

3. np-aueyuLlb - px3 P9
‘ n

4. p-eumruLd - np 3'w/n]_)(1 -D)

A) 1 wpgp 3 sflurarae
B) 2 wvppw 3 sflurearena
©) 1 womw 2 sAwraTaa
D) 2 wvimbd 4 swuraree
(E) o9en Qg,rﬂu.:a&]éoma)

A ' 25 | CSST/2023
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44. Drawing items from a lot or process without any condition for their
quality 1s called '
(A) Single Sampling Plan
Blind Sampling Plan
(C) Double Sampling Plan
(D) Sequential Sampling Plan
(E) Answer not known

R Glwed dwg Qewdwanuid, 2 puyselea sr5dpeE abs Hubsemanyb
@oemod CaibesHLLg eTeTLg) G-

A) e@ sp yop

B) &GO sm o
©€) 9® &y wop

D) afies g e
(E) e QgNwaelcrena

45. The control chart for fraction defective is called as

\Af p-chart

(B) c-chart
(C) s-chart
(D) d-chart

(E) Answer not known

G@PW@L WL $aeAharar sLEUUTLEH eUMTULDTETE).
(A) p-euenguLd

B) c-aemguLd

(©C) s-auamguLd -

D) d-aeyurn

(E) &Merr Qsfweldrana
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46. The program have DATA steps and PROC steps is

(A) SPSS
(B) Minitab '
(C) Excel

" SAS

(E) Answer not known

DATA ugser wpmd PROC ugsmens Qanam yGrrdlgmb

(A) SPSS
(B) ©opsaai
(©C) erseved
(D) SAS

(E) e Qsfweildeame

47. In SPSS, “Data Viewer” is

(A) A table summ‘érizihg the frequencies of data for one variable
@( A spreadsheet into which data can be entered
| (C) A dialog box that allows you to choose a statistical test
(D) A screen in which variables can be defined and labeled

(E) Answer not known

SPSS @, “srey unieeuwnarnt” eremug)
(A) @m wrhéstar srayseaien HHTRAMIEMET GHHEELOTES FmID L 6UeewT
B) srey eetellLé snigw g Afgmer

(C) yerefleflauy Consmaraws CsiayQauw 2 kgmeT AILSHESL 2 FUTL
Quiiig :

D) wrhser uemrUNESLLLG QUUALS sy Hor

(E) &en Qgfweevreney
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48. If you want to conduct a priori tests for differences between levels of one
or both the variables in SPSS then click

QA{ Contrasts

(B) Univariate
- (C) Continue
'(D) Custom
- (E) Answer not known

SPSS @é e erer gaty dag @ran® wisaldar HaooseEnsd @orCu o der
CaugurHsEnsE pruser erCarmg Cengaarsmer BLss edlHbUTH ———
Hafls Qaiway.

(A) Contrasts (wryur@ser)

(B) emwrh (Univariate)

(C) Qsrgeyw (Continue)

D) eupssw (Custom)

(E) oo Qsflweldena

49. The effect of each score on the fit of the regression in SPSS is called

«r Leverage values

(B) Mahalanobis
(C) Studentized
(D) Standardized
(E) Answer not known

SPSS Wiev QgL Gurra;eﬂarr Qurmsssden 58 eqeueurm mﬁlu@ummﬂm
alemearaysaner aran SdP&ESLILHEDSI.

A <eiphu wduyser
B) wvapreCarmen

(C) avEQLemenLeiL
D) sruuEssILCL

(E) e Qzfweldrena
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50. To move the cell pointer towards the right side or forward direction
key is used. ' '

(A) Enter P
W Tab

(C) Shift + Tab

(D) Alt + Enter

(E) Answer not known

Qurgsmen mETam@Ds &lgew, WarCamsdl igreug QL BOmHS
UOLILIESIONE B&ITSSHILD ‘

(A) Enter
(B) Tab
-(C) Shift + Tab
(D) Alt + Enter
(E) o&fer Qsflweidrene

51. In Excel, the syntax for Median is
& =Median (number 1, [number 2],..)
(B) =M (number 1, [number 2],...) '

(C) =Med (number 1, [number 2], ....) d
(D) = Median (number 1, )
(E) Answer not known
Excel-& @aLsrraflssrar Qgm_fwe
(A) =Median (number 1, [number 2],...)
(B) =M (number 1, [number 2],...)
(C) =Med (number 1, [number 2], ....)
(D) = Median (number 1, ....)
(E) &fer Qzfwaelcvena
A 29 CSST/2023
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52. In an Excel spread sheet - function 1s used to estimate
variance based on a sample.

w VAR()

(B) VARA()
(©) VARP()
(D). VARPA()

(E) Answer not known

a&Ceved Sl Leumeand Gewaduiler smmaemers &ihs WLINIUTL ML ST 2 S b
Fmiry

(A) VAR()

(B) VARA()

(C) VARP()

(D) VARPA()

(E) e Osfuealdame

53. Which key moves the active cell left one screen in MS-Excel?
(A) Page Up
| (B) Page Down
M Alt + Page up
(D) Alt + Page Down

(E) Answer not known

ahg elenswrearg MS-Excel @é Qewpu® sosws om dHorou ALm QLg
LOWTE BETSHENS ?

(A) Page Up

(B) Page Down

(C) Alt + Page up

(D) Alt + Page Down

(E) &fen QzsMwefdrena
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54. The child bearing age of women in India 1s

55.

(A) 20 - 24 years
(B) 20 - 29 years
(C) 13 -48years

\M 15 — 49 years

(E) Answer not known

QiHwneiler Quarmaer, GPRHEOSEUN DH@LUSHETET QLG

(A) 20 - 24 auwg

(B) 20— 29 auwg

() 13-48 aug

(D) 15-49 auwug .

(E) ofen Qsflweioae

" In a Life table

l, = 95,000 d, =500
L,=?

(A) 94500

(C) 94300

(E) Answer not known
@ umphlana i L cuemarruied
I, = 95,000 d, =500
L,=? |

(A) 94500

(C) 94300

(E) e Qsfweildena

"{5 94750

(D) 94150

(B) 94750
(D) 94150

31 CSST/2023
[Turn over

3@ Teachingninja.in



56. Based on time t formula for Crude Birth Rate (CBR) and Crude Death
Rate (CDR)

A) CBR = % x 1000 and CDR = % x 1000

t t

vt{) CBR = % «1000 and CDR = % x 1000

t ‘ t

(C) CBR = % % 1000 and CDR = % % 1000

t t

(D) CBR = % x 10000 and CDR = —l—;—‘— x 10000

t t

(E) Answer not known

srow t srips Qelueaflr Youy wpnib @ouy s @Gsdrriser

(A) CBR = % x 1000 wpp CDR ='% x 1000

t t

(B) CBR = % x 1000 wpmw CDR = % x 1000

t . t

(C) CBR = % %1000 wpmo CDR = % % 1000

t t

(D) CBR - %- % 10000 wpgi> CDR = % % 10000

t t

(E) & QsfNweléame
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57. Which of the following is true?’

Cost of living index 1s

()

(11)

(iii)

(iv)

(A)
©
(E)

Geeumd Fmpnisafids Tg 2 @meno ?
aunpsmas Qgnas GHUE

@)
(id)
(iii)

(iv)

()
©
(E)

(1) only
(111) only

Answer not known

X; pij 9

Z; Poj 9

- X Pij Qo)

2j Poj 9o

Z;j Poj o)

X P 9o

z:j poj QOj

Z; Poj 9ij
(1) wL@Ew

%100

Zify 1o 4100

| %100

| %100

x 100

x 100

x 100

x 100

(111) b b

en Gsflwelerene

v Gi) only

(D) (iv) only

(B) (ii) wr@w
(D) (iv) v Ew

33
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58. Factor reversal test was suggested by
\K Irv1ng Fisher (B) John I. Griffin
(C) A.L. Bowley (D) Waltz
(E) Answer not known
snyenfl wrhm Cergamearenws Fmmduwieurr
A) @reli Gagi (B) gren I. Af9e
(C) A.L. Quares (D) aurce
(E) ofeni_ Qg;tﬂu@fﬂéoemu
59. Laspeyre’s pi‘ice index formula is
&) PL —Z—MXIOO ® Pl - ZPi% 100
2. Poj G 2
‘() PLa 2. Pi =Pi o 100 D) Pl - (Zp” Toj Zp” % J
Z pOJ qu % Z poj qu Z poj qL]
(E) Answer not known
orsvdwfler elewas GOHluiL G arafibarear G s
@) P - ZPi% 109 (B) P - 2P 109
Z pO] qu 2
© PLa 2Pi% 100 D) Pl - [Zpij 2o , 2Py J
Z pOj qo; % Z poj qu Z poj qLJ
(E) ofen Gsfweferene
CSST/2023‘ 34
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60. If the correlation between the price relative x and the quantity relative
y. is positive, then

(A) Laspeyre’s Index > Paasche’s Index

\(Br Laspeyre’s Index < Paasche’s Index
(C) Laspeyre’s Index = Paasche’s Index
(D) Laspeyre’s Index = Fisher’s Index
(E) Answer not known
Mevew X HHD SeTe] Y. 2pasEnsE @ Cu Cpioap Csmiy @) (mLier
Epssamaeusaflc) erg sMlwreang ?
(A) Coe@wr GHSLE eram > urallev GHUSLG e
(B) Caewir AL @ erar < uralled GHluLG erem
(C) GaewQui AL @ eram = uradlev GBluIG e
(D) CaevQui GASE® eram = Gagit GDHUTH erer
(E) Mo Gzsfweildena

61. Most preferred type of average for index number is
(A) Arithmetic Mean
v(Bf Geometric Mean
(C) Harmonic Mean
(D) Weighted Mean

(E) Answer not known

GHSLG aamaniss Wae b efmuuinrear smedl ams
(A) sL@p& syred |

(B) - Qu(pé syrefl

(C) @aes symaf

(D) e gyme

(E) e Qsfllweideme
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62. The index that satisfies factor reversal test is called

(A)

Paasche’s Index Number

\4{) Fisher’s Ideal Index Number

©)

D)

Laspeyre’s Index Number

Walsh Price Index Number

(E) Answer not known

smyell  saedp GCersaaeu HEHUHIUESHD  GHSE

SinP&sLupHS ,mg.

(A)

(B)

(©)

(D)

(E)

CSST/2023

urdluler @A G erair
Gegfiar Apbs GHISLG erem
oravGuuidr GRS e
eumeveiy allene GMuIL_ () eresor

eflen Qgfwelevrena

36
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63.

Choose the correct statement :
(i) Median is the best average in the construction of index numbers

(iiy Mode is the best average in the construction of index numbers

‘(iii)_Arithmetic mean in the best average in the construction of index

-

numbers

(A) (i1) and (iii) only

(B) (iii) only

@ () only

D) (i) and (ii) only

(E) Answer not known

slwrar dsmsawus Corboshiésad :

@) @GB)L_;I'_F)]QS)QJUJI'I'@TQ] SHSLE aamsaian s_Gurasdd Apbs symedl

(i) esLrem GHSLE aarsaidan sL@uragdo Hpps gynsfl | .
(i) sar @& synsfwunearg GO cramseten sL@urasde Spbs 5&&&&]

(A) (1) wpgw (111) L EL

(B) (1) wi @

€) @) wvipw

D) @ LDE'!DILD'(ii) LINOTH

(E) ofer Gzsfwelwane
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64. The trend equation for a parabolic curve is
A Y. =a+bx |
B) Y, =Na+bdx
(C) Y, = a+ bx?

: d Y, = a + bx + cx?

(E) Answer not known

UTeuereTey cuaaTeuaFaaTan GUTéES Fwarum(
A Y. =a+bx |

B) Y, =Na+b) x

€ Y, =a+bx®

D) Y, =a+bx+cx?

(E) e Qsfweldema

65.  The curve u, = ab’ represents
(A) Growth curve
M Exponential curve
(C) Gompertz curve
(D) Second degree polynomial

(E) Answer not known

u, = ab’ arenn LD aTass &N&Hng) ?
(A)  euerit&d QuengUILLD

B) <psas cumaray

(C) Gsmbumrev eueyuLLb

D) @mwCsmam udgImLILTE

(E) &levr Qsfweicrana
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66. The equation of the Gompertz curve is

(A)
(B)
©

Y = Kab+x
Y = K*a*
Y = K%~

o) Y = Ka"

(E) Answer not known

GambQuitl_ev euenereile FLOETLMLTETS

(A)
(B)
©
(D)
(E)

67. If the slope of thé trend line is positive, it-shows

Y = Kab+x

Y = K*a™

Y = K%~

Y = Ka*

el AsAweidee

({ Rising trend

(B)
©)
(D)
(B

Declining trend
Stagnation

Cycle

Answer not known

CuéEs Camigear smiey CproamPWTE BHHSTH g Tmssh ST_HSDH?

4)
(B)
©
(D)
(E)

o wimpd Cumss,
G®DHS B CuTEs
Cgasb

&PpHé

eSlenL Gg,rﬂu.:%ﬁlsbmw
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68. In time series, the quarterly trend equation is given by

@ v=2.%%
4 48

& v-2.5%

4 48

b
vy=2,2%
© T

@ v=2-tx
4 48

(E) Answer not known

gre Ggm_feé, sroran® Curées, &wdﬁurr@ urislIUheug
@ v=2.%%
4 48

b
B Y=—+—X

b
C) Y=-+—X
D) Y=—-—X

(E) &L QsfAwedvanc
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69. Match:

(@)
(b)
(©

(d)

Karl Pearson
Measure of central value

Coefficient of variation

L-S

@ ® @©

A 3 2 4 1
®4 3 1 2
M 3 1 4 2
D) 3 1 2 4
(E) Answer not known
QummSEs

(@) s Guwireven

(b)
(©

(d

A)
B

© .

(D)
(E)

ewwl CuréE eTanal

wrouT_Hé G&aw
L-S

@ G @© @

3 2 4 1
4 3 1 2
3 1 4 2
3 1 2 4
e Qzflwelerena

41

Median
Range

. - Correlation

9 100
X

Qe e
&g
L (Hney

9 100
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70. In practice, under normal economic conditions, the range of correlation

coefficient between price and quantity relatives is

@) -1tol
\(y ~1t00
©) O‘to 1

D) =1

(E) Answer not known

peoLpepile Queurar Qurmermgry Howmwsmar Qstar eflev® WHHID

Di6TEY 2 M6 EHES @am.@u_: o amer 2 Lar QgrLiy Gemssden aiFsrang
A) -1 wse 1 eueny

(B) -1 s 0 aweryy

©) Owsol @mq

D) =1 |

(E) &er Qsfweildeana
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71. If r is the correlation coefficient in a sample of n pairs of observations

72.

then its standard error i1s

1-r2 1-r3

(A) (B) 7
1-r2 ‘ 1-r ‘
o' O

(E) Answer not known

n-Gsmg wrdfseflar @aLlul L @UBpad Qs T’ aafld sigear S ufamyp

1-r2 : 1-r3
W = ® 7
1-rr -7
© O 7

(E) e QsNweicrana

If b, = 0.85 and b, =0.89 then the correlation coefficient is

(A) 0.88 P 0.87
(C) 0.89 (D) —0.87

(E) Answer not known

b,, = 0.85 wpmwd byxA =0.89 aafler QU Hpeys Qseurarg
A) 0.88 , : (B) 0.87
(C) 0.89 ' (D) —0.87

(E) e Gsfweldana
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73. 'I"he root mean square deviation is least when the deviation is taken from
(A) Geometric mean |
(B) Median
(C) Mode
@ Arithmetic mean
" (E) Answer not known | | ‘ ,
aps LIS We essmsmat QuLAUTWS Gwss aissee sgrsf By
wHueu Qundpg
(A) QumsEs syre
B) geLfow
©) ws6 '
(D)  sL@p& syred
(E) e Qgflweildrenew

74. Which of the following is a independent of the units of measurement?
(A) Measures of central tendencies
(B) Measures of dispersion
, @/ Coefficient of dispersion
. (D) Range
(E) Answer not known
SpaaL arg Serail () AwGsMmbg FriuHDEma ?
A) ewvw Curss eT@auser ’
(B) dspe ereveuser
(O Adspe @awswbd
D) oSss
(E) oflen Asfwelloama
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75. If a constant 5 is added to each observation in a series then the mean is
QA( Increased by 5

76.

(B
(©)
)
(E)

&G

(A)
(B)
(©)
D)
(E)

Decreased by 5
5 times of the original mean
Not affected

Answer not known

Qgrifen @ea@eaunm emuGurw 5 eep wrhldlow Fmigeanmed g
gyngmwreng,

853 2Afsfsgdrens)

Lhg G@DHIIETETS)

sy symefulier Lbg LIS
urrﬁuﬂd)d)a)

enL Ggflwelldbene

The Geometric mean for the series 2, 4, 8 is

A)
(B)

D)
(E)

4.5
5

o 4

0.875

Answer not known

2, 4, 8 erenp QAsm_fer QumsE syreflwrearg

(A)
(B)
©
D)
(E)

4.5

5

4

0.875

eflev QgNwcicranad

45
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77. The point of intersection of the less than and more than Ogive
corresponding to '

(A) Mean
(B) Mode
(C) Frequency line

G Median

(E) Answer not known

Efler @elley womib Cuelar @elley Hlapbeuam cuamerGarhsatien el Hib LeTel

(A) sgmsf
B) w»s6 |
(C) PspQeuar Car
D) @geLfow
(E) alen Qgfwelerene
78. The frequency histogram is used to find — measure.
(A) mean |
(B) median

{9/ mode

(D) geometric mean

(E) Answer not known

<3166 Gu BT @&@m&ﬁuu@s’o ePELD wHIS L sEThH G ES
Pid.

(A)  sgnsf

B) @66);_‘@66)60

©) w»s6

D) QumsEs syme

(E) e Qgfweldrene
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79. The series

Place Production of Rice
Bombay "3

Calcutta . | 5

Punjab 8

Tamil Nadu 10

1s of the type

(A) Qualitative classification
(B) Quantitative classification
W Geographical classification
.(D) Chronological classification

(E) Answer not known

@Lib <Al 2 pusH
LD LImUl 3
EOSSHST 5
UEHFTL 8
ALTLC) .10

CuhEHulL Qsm_ii cuasuLG SISO aums.
(A) ueysTT uSEILHSSISD

B) erellen epavd Guana;uu@gggd)

(C) @ubsnit u@sLILBSSISD

(D) srewsmit mmasuu@gggei) ' .
(E) &Ner Qsflwelérene |
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80. Given the probability statement that P(4.35< 68 <15.67)=0.90 which of

the following statement is correct in respect of given probability

statement?

M 4.35 and 15.67 are 90% confidence limits

(B)
©)
(D)

(E)

The confidence interval is 0.90
The probability that x4 lies in the interval —1 to +1
True limits are 4 to 16

Answer not known

Spsan  flspsse ampdld  P(4.35<60<15.67)=0.90 aeng Spse

Blepssey smpdld gCsabd getern QUTmSES @ LWD

(A)

(B)

(©)

(D)

(E)

CSST/2023

4.35 wpmb 15.67 araérug) 90% p9sms @eL Qeuell @b
poYs®s Qe Qaveflwmarg 0.90 @b

Pepssa) Sgtueore u g —1 wpgop +1 @eruu wHinde
SiMU|Ld

2 @mepowner auyby 4 to 16

elen QgMweldene
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81.

82.

‘» (-2 % g_) (—.._ O 241965
N (x AR dE 1967, F+1.96-

95% confidence limit for x# when o2 is known and n is large in

o

Jn

(E) Answer not known

o o)

X +2.58 (D) (56—1.65 T+1.65-Z
«/ﬁ) Jn Jn )

©) (3? -2.58

n vy Quiugrs QH&GSLAUTWS o’ wHouy Qumps u- Apsmer 95%
Bb9sms @eL Geuad eremug

A |z-Z % l) B ("—1.96—9—,— 1.96-Z
(.)(x\/;x+\/; B) |x =, %+ T

' A
0 |x-258-<L.% 2.58i) D (—_1, 52 7+1.65-Z
()(x J;“ T D) |x 6nx+65n)

(E) e Gsflweldane

The credit of inventing the method of moments for estimating the

parameters goes to

(A) Fisher - (E/Karl Pearson

(C) Laplace . (D) Neyman

(E) Answer not known

AsEd S@asmm LAISH Geleppe Suudpa Gopeu s fbs
Qumeno el Fm(mLD.

(A) Qegir B) s Qwirser

() emerev | (D) Gpwen

(E) e QzMweiicrene
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83. A random sémple of 16 students has an average body weight of 52 kg
and an standard deviation of 3.6 kg. Then the 99% central confidence
limits for body weight is [Given #5 o o; =2.95 ]

f (54.66, 49.345) (B) (52.66, 51.34)
(C) (55.28, 48.72) (D) (56.82, 47.27)

(E) Answer not known

16 wramauismen QasmamL swemitiy wrdfluléd @mbe a@ssliul L bALLsaar
symefl o1 & e 52 kg whmbd HL Hewssnd 3.6 kg eaamred 99%
BbLSSEETELESTEN @S [t5 001 = 2.95 i Lasenenr wALiL]

(A) (54.66, 49.345) (B) (52.66, 51.34)

(C) (55.28, 48.72) (D) (56.82, 47.27)

(E) e QsAwelorene

84. The necessary and sufficient condition for a distribution to admit

sufficient statistic is provided by the
(A) Rao-Blackwell theorem | \A), Factorization theorem
(C) Cramer - RaO'Inequation (D) Gauss Markov theorem

(E) Answer not known.

@ uraeller Gurgiorer Yeareflulwd ereiimL s aushHE Cemeaiwnar wHmD
Curlu flupseanureg

(A) greu - QernsQeue Cadmid (B) smpelluu@ssise Cspmid
(C) &Agmwor — gy sweflemano (D) anev wriGarey Cahmid

(E) e OsAwelcrena
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85. Let @ be an unknown parameters 7; be an unbiased estimator of 8. If
var(T}) < var(T,) for T, to be any other unbiased estimator then 7; 1is

known as

‘A) Minimum‘variance unbiased estimator
(B) Unbiased and efficient estimator
(C) Consistent and efﬁgient estimator
(D) Unbiased and sufficient estimator

(E) Answer not known

T, eerug 6 ueueTeauuien ﬁlmg’pé&lu@m S TGD var(T}) < var(T,)
erafled wmtb T, aerug) ggiais @6 GIppAupp LILSE aafld T; erénug

(A) LBéeﬂ;r;u wrpur® GppeAwupn S LTer

(B) YGppsdlupy wHpd Speuew wHOSLET

(C) @asayemL wHpL Hpaien S L me
| (D) &Qgéﬁumm' LHmID Gugorar WHISL L Tar.

(E) e Gsflweldrenew
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86. If T} and T, are two most efficient estimators with the same variance

S? and the correlation between then is 'p', the variance of (T, +T,)/2 is

equal to
@) s?

’
B) pS?

(C) (1+p)S2/4

| V{S) (1+p)S2/2

(E) Answer not known

T, vpygw T, @ran@w SHpmwvwrar LALSE <etmayiear Cr wIMUTL

<eraes S2 wHmb @UOPey ' eapre, (T +T5)/2 e LIHUT. RS

FLOLOTGTG)
A S?
(B) pS?

(C) (1+p)S%/4

D) (1+p)S?/2

(E) e Qsflweldee
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87. Match the following :

(a)
(b)
(©)

* (d)

V&)
(B)
©)
(D)

(E)

Neyman factorization theorem 1. V(ﬁ) =} (X' X)!

Maximum likelihood estimation 2. V(T})=E[T, -g(®)F

Least square estimation

Rao-Blackwell theorem

@ O © @

3 4 1 2
2. 3 4 1
3 2 1 4
1 2 3 4
Answer not known

sflwrer uflea QumEBSSaD : .

(a)
(b)
(©

(d)

A)
(B)

©

D)
(E)

Cpwaflar srraflunssd Cepmd

fsuLs s16HWEmD LHUSTEH
B&dm cuirssd wHUISEH

greu—enré&Qeudy Cedmd

@ ® © @

3 4 1 2
2 3 4 1
3 2 1 4
1 2 3 4
efleL GzMweildame

3. Sufficient statistics

. olog f(x,6)
06

1. V(g)=c?(x'X)"
2. V(T,)=E[T; - g(6)f
3. Gungwmrer Lerafl efleund

. 4 alogf(x’e)
' 06
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88. In large sample tests, the standard error of the difference of the sample

standard deviations is given by

2 2 2 2
@) L% B %
n, ne 2n;  2n,
© |o_o1 ) |of  on
2n; 2n4 2n, 2n,

(E) Answer not known

@@ dupgmp Cergmansailen wrAM S dasstsailar Cougum ger A Geyp

G
2 2 . 2 2
@A) - |%L, %2 B 4. %2
nl n2 2n1 2n'2
2 2 2 2
o lo o} lof
(©) ~1 _~2 (D) 1, 92
2n; 2n, 2n;  2ny

(E) ofe_ QsAwelcrena

89. The degrees of freedom for testing the sample correlation coefficient r is

@A) n-1 B n-2
© n D) (n; -1)(ny-2)

(E) Answer not known

wrdfl e Gpeys dawelparar (1) Gergmanide aummupp urmswer AL
A) n-1 B) n-2

©) n D) (n; -1)(ny —2)

(E) e9er_ Qsflwuecraney
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' 12 |8
90. Given the bivariate frequency table - 3 7 , then value of 2 statistic is
17 | 7
A — @g -
(«_) 45 ' ) 45
13 38
C) — D
© 15 D) — T
(E) Answer not known :
' 1218
Qsr@ssrLiL @ SjamoGeuam UL igwedler 3 |7 MEUTES  Faf)
| UeTueTaneuudler bé\uq
17 7
A) — B) —-—
@) 45 ' , ®) 45
13 ‘ 38
c — - D) 22
© 45 ‘ . ®) 45

91.

(E) oL Ashuaiodme

Give the sample statistics,
ny =400, x; = 24.50, S, =2.5
ny =500, x5 = 20.0, S, = 2.0

. The value of test statistic to test Hy: i = ptp, when of =03 is
(A) z=44.47 B) z=8.97
z=30.0 D) z=32.0

(E) Answer not known
&Cp Lorrg‘ﬂlﬂ Lyerafludlwed aicrraﬁ@a;m Gla;rr@a;a;uul_@mmem

n, =400, x; =24.50, S, =2.5
n2 = 500, x2 = 20.0, Sz = 2.0

0'12 =0'22 <5 @Qmeeh Curg Hy: .= iy Wer Cengaen Lerefl efleurmusafien
Y NI '
(A) =z=44.47 (B) z2=8.97

© z=300 - - (D) z2=32.0

(E) e Gzsfweiidvena ‘
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92. The class frequencies (4)=90 N =100, (B)=70 and (AB)=40 reveals

that the
(A) data are consistent «ﬁ) data are inconsistent
(C) data are insufficient (D) data are independent

(E) Answer not known

(A)=90 N =100, (B)=70, (AB)=40 aap 9fe <i@oQaudrsdr Gsmar
Qeuefliupiss$ s

(A) ssadwsd frrarerey (B) sseudsdr Sgppeeu

(C) ssadsear Curgoraimea swe (D) ssaudsd srrupnee

(E) e Gsflwueoena

93. If |¢| > z,, then we say that
(A) Significant and H,, is Accepted
\/Bj Significant and H,, 1s Rejected
(C) Not Significant and H|, is Rejected

(D) Not Significant

(E) Answer not known

|z| >z, erafléd Bmb ah;méug

(A) g,asﬂél,u)uum.r_u_lgj womwd H, ghmpsQerdreriuc L g
(B) salfpuyeLws wigw Hy fiyrefsssuc g

(O salfouuppg whpw Hy Hrrsfssiu L g

D) safidpuuppsl

(E) ofen Qzfwelcrena
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94. Out of the two types of error in testing, the more severe error is

M Type I error

(B) Type II error -
(C) Both (A) and (B) are equally severe
(D) No error is severe

(E) Answer not known

Qran® Yeryser edrer arhHiGamar Cerganariler shHepwwner Yenpwrearg)

A) wsd auansiGenp

(B) QuaLmb euamsLifeny

€C) (A wppd (B) @rem@ swwns sGawwnag
(D) as@@wu.nrrm epCu Gdaa

(E) &Merr Qgfwellevana
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95. Whether a test is one-sided (or) two-sided depends on
M Alternative hypothesis B) Compomte hypothesis
(C) Null hypothesis (D) Simple hypothesis

(E)- Answer not known

Cengenen, e (mEpenET a_am_iug,rr (S) QWP 2 OLWST TS TSHENET

gnib S (méHng) ? A
(A) wvrom aGCamer : (B) seuy er@Csmer
(©) Logjé;&.g,gs@ aTOCamar D) eeflw a@Csmer

(E) Me Ggﬂmaﬂ@mm

96. Rejecting HO when it is true is called
w@(f Type I error (B) Type II error
(C) Power of the test (D) Most powerful test
(E) Answer not known

HO 2 anmevvwns @mé@w Curg Hrrafliug ————— oi@bd
&) awsI Gy (B) aes II 9enyp
(C) GsrgamwarGen 558 . (D) Bseyw &éﬁi aumipbg Cengeen

(E) e Gsfweldveame

97. In test of significance, the power of test is denoted by
A «a ‘ 0 1-p
©) B D) 1-a
(E) Answer not known
Apuy stanid Cergamaruier o Cengamanen SHpemear GMLUS)
@A) «a | B) 1-8
© B D) 1-a
(E) e QzsRwelcrenew '
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98. In 23 factorial experiment with r blocks the error degrees of freedom is
Ay 8(r-1 . ‘ &ﬂf 7(r-1)
© Tr-1 ‘ ' (D) 8r-1

(E) Answer not known

r QsnEdser eaiw 28 -smafus Carsmande Aempuier au@TUHD LT@SUTES)
@A) 8(r-1) B) 7(--1)

€ 17r-1 (D) 8r-1

(E) o Asfuciome

-

99. An experiments in which all factors have different number of levels is

\(KY asymmetrical factorial
(B) typical factorial
(C) pseudo factorial
(D) real factorial

(E) Answer not knowh

smasg smaisern QadGaun aarailsmsurar foosmens QetamL ¢

Cengenen

(A) &Leéﬁqgm smyenf

(B) auysswrer sryenfl
(C) Gured sryanf

(D) Queéuner snyenfl
(E) oo Qsfucidae
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100. An experiment involving two or more factors at various levels is called a
experiment.

' A Factorial experiment
(B) Symmetrical experiment

(C) Asymmetrical experiment
(D) Rotational experiment
(E) Answer not known

voCapy Heoesald @rarh ovwg AsHEG CoHulL strafilgmer 2 arerLsdlw
am Gorgamen ————— ufiGanganar eremm SimWsSsLILOEDG

A)  smyeefll ufGergene

(B) swési uNGengemen

(©) &ypp uNCengemen

(D) &swpfl Cangenan

(E) oo Qzfwefdrene

101. One of the assumptions of ANOVA, states that the Parent Population
from which observations are taken is

(A) Binomial
(B) Poisson
\M Normal
(D) Chi-square
(E) Answer not known

S orUTC®  UGUUTUIDETET  SEILTATRISET W -@GET[DI'I'Q)T, TH&SULLL. SMmIseT
Qupuiul L appews QsrEHunarg ————— Y@WD
A)  moimUY

(B) umismen
(C) Quaofow
D) os-arssd

(E) e QsNwelcrena
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102. In Randomized Block design with ¢ treatments and r blocks, the error
degrees of freedom is '

(A) r(-1)
B) t(r-1)
e (-)(-1)
D) re-1
(E) Answer not known

P

t pLSSIPODSEHD I OsTEAyb 2@Lw soaMILLS SLHAHLL semwinder
Qenipulern auequbHn uresudar luTarg)

A r@-1

“(B) t(r-1)

(©) ¢-D(r-1)
D) rt-1 |
(E) QS]GO')‘I_ Qs Mwellerened

103. The term “ANALYSIS OF VARIANCE” was introduced by

(A) S.D. Poisson

(B) Karl Pearson
qef R.A. Fisher

(D) W.S. Gosset

(E) Answer not known

wIYUTLH UGUUTLGY (PeDeW 2P slu@SHweurt
(A) S.D. umissrer |
B) sire-1Awirsen
() RA. ey
D) W.S. enQel
(E) e Qsfweiideame
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104. The sample size increases then the sampling error is

vﬂr decreased

(B)
©
(D)
(E)

increased
constant
zZero

Answer not known

) DTy Siflswraned sy Kmppurarg

(A)
(B)
©
D)
(E)

G@pud

2SI ED

wrdled

BRI

aflen QzMwelerenew

105. The error may arise due to

(A)
(B)
©

misspecification

‘non-availability of data

wrong assumptions

\M all of these

(E)

Answer not known

G gHu@euspsTar smyeisar

(A)
(B
©
(D)
(E)

CSST/2023

seupns @MU Hs

&L Sl &EMoe @) (mULg
SUDTET GILOTETLD

Qe Mg

oL Asfwaldama
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106. The standard deviation of the sampling distribution of a statistic is
known as : '

(A) Sampling Error
M Standard Error
(C) Type-I Error

(D) Type-1I Error

(E) Answer not known

om udeflued ereeider  drdfl ureudder Sl alwssGo
eTaru (i

Q) g e

(B) Al Qe

©C) wsd awms Gy

D) @newimbd euens Geny

(E) e Qsflueideme

107. CSO was setup in
(A) May, 1950
May, 1951
(C) May, 1952
(D) May, 1953
(E) Answer not known

'CSO samw&sstiulLg
(A) Guw, 1950

B) Guw, 1951

(C) Guw, 1952

(D) Guw, 1953

(E) e QzsMweldvand
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108. Which sampling is subjected to the discretion of the samples?

(A) Simple random sampling
(B) Systematic sampling
(C) Purposive sampling

M Quota sampling

(E) Answer not known

abs wrdfurers wrdfer edBULSSHE e UL L g2
(A) wafu Sipp wrdAl

B) wepwrar wrH

(C) Cprsswrer wrAH

D) 5686 wrH

(E) oL Osfusidma

109. The variance of sample mean under SRSWOR is
2 ' 2
S
@ a-HZ ®) -H=
n , N

2 2
@ 1-p> D) a-H
n . N

(E) Answer not known
SRSWOR & angy syrsfluden Lureupuily <pans

2 2
@ a-p= - ® a-p=
n ‘ N

2

S? ' o
© a-n> ® a-n%
(E) e QsRweldana
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110. The calculated value of x* is
m always positivé
(C) either positive (or) negative

(E) Answer not known

,1’2 -ai geflssLLL L WSy

A) eauCurgd Coiwenn

(C) GCorwen dog adivap
(E) e QsMwellcoanay

(B) always negative
(D) zero

(B) euGurgd erdlirwanm
(D) ymHubd

111. If X~N(0,1), Y~ x(zn) are independent random variables then T =£— 1S

(A) F-distribution
(B) x?%-distribution

et t-distribution
(D) Z-distribution
(E) Answer not known

1

(A)  F -ugeue
B) 1 -urad
©) t-uraué
D) Z -ugeue

(E) oferi Qsfiwefdame

65

\/%

X~N(0,1), Y~x(2n) eramuien ammdeonr eumiliy wrhlser erefléd T=—}% UG
i
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112. The ratio of two independent chi-square variate is a

variate.

X
2 2
If X~l’(nl) and Y~Z(,L2) then 7-__

(A) Gamma variate

(B) Chi-square variate zg,

© B variate By (%, %)

‘6 Py variate [, (ﬂ, ’—;&)

2

(E) Answer not known -

sTiupy @ran® @saiss ureudar alldgn

X~,1'(2n1)m;j);gj|.b Y<~Z(2n2) erafled %GTGBTUGD‘QS sa&ES Hs.

(A) smom wrH

(B) eseuis ureud ;{fn)

(C) f-Siir wpsoeums (LLI— 22—)

27 2
(D) ,Bz-lgl'_l__n" @ rous) auems (% 7n_22)
(E) oflen Qsflwelcdrena
CSST/2023 66

uyeued eremliu(hith.

3@ Teachingninja.in



113.

114.

The normal distribution with mean zero and standard deviation one is
known as

(A) Standard normal distribution 1{Standard normal curve

(C) Normal curve (D) Skewed curve

(E) Answer not known *
Quéadlewl ured sl BETTE WRglwib WwHmID élt_t_aﬁleué;asfo. Qe Gl'éTLJg]
Qe SimpssILBEDS ,

A) P Quadaeu uFeud (B) AL Quéaflee eumeray

C) Quadlae cuamarsy ' (D) Aess euaneray

(E) &lenr QgMwefdvena

X -y
—

For X~N(,u,0'2) then Z =

2
0-3559
2 o

Identify phe distribution of

(A) Chi-square distribution 2% (n) (B) Beta first kind S (%, -nz—z)
\t() Gamma distribution y(—;—) (D) Expdnential distribution

(E) Answer not known

2
X~N(y, c*)aafler Z-an wduy Z=X;‘u’ GTETUSMSLD. U=-12-(-}—{;-£) ,

U -eén ugeueme samms.

B) oseis urad 2 (n) (B) B-psd wws B (le 1‘2&)
(C) smom Qqsuc’o )/(é) (D) <psEsEHNL uraue

(E) &lenr Qzflweildane
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115. If X is a random variable which is uniformly distributed with mean 1

and variance -g find P (X <0)

(A) (B)

vt

(E) Answer nof known

NI R
Ut|= e

(D)

X eenp sweumiliy wm @@ Frmer ugeud wHmL Frmefl 1 wWoOmb LIHUTEH

% aafle, P(X<0)wduy sners.

@) ®)

Q= W

© D)

(E) e Qsfualdame

B = N

116. If X is a variable with p.d.f. f(x)=:1,£-xe'x/2 for 0<x<oo, then the

distribution has mean and variance as :

L 4

NG

(A) Mean =2, Variance = 4 (B) Mean = %, Variance =

(C) Mean =4, Variance = 2 \(tf)' Mean = 4, Variance = 8
(E)  Answer not known '

X eranp Qgrii swauminy wrhlésrar Hepssey LisHE ariy f(x)=%xe_x/2,
0<x<ooeraflev, symef wHML WrHUT.LaTmel @G
(A) egref = 2, wrpur® = 4 (B) sgnsf = %, wrgur@ = i
(C) sgnsf = 4, wrgur@ = 2 (D) sgmef = 4, orgur® = 8
(E) e Qgfwelerenew
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117. In Poisson distribution with Mean = 1, the Mean Deviation about Mean is

o 2 - e
() ’ (B) 3

1 | 1 ,
© o D) S :

(E) Answer not known

@@ umwgrer ugeuelld genm gynedl wHuy 1 eafldr g sl (Hayrafluldeaner

Qurmss syrafl fesswrerg)

2 . e
(A} o (B) B
1 1
‘(C) %0 (D) "

(E) e Gsflusioama

118. In a Poisson distribution P(x = 0) is twice p(x =1). The mean value is

L 4

@ 1 - - ﬁw T
C) 2 D) 1.5 B

(E) Answer not known

umienen ugeueled P(x=0) eaemug p(x=1)en @mwLiig eaflled symafulier .

Wl G-
A 1 : (B) 0.5
©€) 2 ' D) 1.5

(E) el QgMweldrena
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119. The mean of a binomial ‘distribution is 10 and the number of trials is

30 then probability of failure of an event is

(A) 0.25 (B) 0.333
e 0.666 (D) 0.9

(E) Answer not known

R FHOILYL ureueian grmal 10 womb Cergamarsaien aanafsmas 30 Gerart
@ Hspeier Caroaiulen Hlapsse,.

A) 0.25 (B) 0.333

(C) 0.666 (D) 0.9

(E) Ser Qzfweildeama

120. In a Binomial distribution consisting of 5 independent trials,
probabilities of 1 and 2 successes are 0.4096 and 0.2048 respectively.
Find the parameter ‘p’ of the distribution

& 02 . (B 08

G 04 - : (D) 0.6

(E) Answer not known

5 sriupp Mepsfladar QsrarL @f memUuUL ugede 1 wpmb 2 Qeupdadr
feLvugperar  Hspssasar wapGu 0.4096 opmd  0.2048 erafled
SVugeuellen LiaTUaTEG P -6 LY.

A) 0.2 (B) 0.8

(C) 04 - (D) 0.6
(E) o&Mer Qzfweleoene
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121. The expectation of the number on a die when thrown is

5 5
(A) 2 B) <
7 1
G o 3

(E) Answer not known

em useoL oJsuu@b Gurgy oigar  ydatells aarafipstar  samsswd 4

TTUMTSSED
5 5
(A) 5 (B) .
7 1
(®) 5 (D) E

(E) ofen QsMwelevena

L]

122. If Xis a random variable then V (X)=
@A) V(X)=[EX)*-E(X?
v V(X)=E(x2)-[EX)P
©) VX)=[EX)]
[EX)P
E(X?)
(E) Answer not known

D) V(X)=

X -eramuig sweumiiy wrl erefled V(X);
@) VX)=[EXP-EX?

® VX)=E(x?)-[EX)F

© VX)=[EX)P

=[E(X)]2
E(X?)
‘ (E) el Qzsfwelcvena

D) V(X)
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123. For a symmetrical distribution, which of the following central moment
value is true?

(A) U =0 : ‘6 3 =0

(C) u>0 (D) u3>0

(E) Answer not known

@ FL&EET ugeualled SpsaTL s eww FLiydper wHiy sflurearg) ?
A) =0 B) ;=0

(C) Ho > 0 | (D) H3 > 0

(BE) oferr Qsfwelerena

124. If the density function of bivariate X and Y is given as

f(x,y)=3xy for 0<x<1

0<y<1
the marginal distribution of X is
B fy(@)=3x VB frx =2
© fr@x)=2x D) fy ()=

(E) Answer not known

X wpmd Y erenpm Qg sweuriitiy wrhsesssnear Hepsse) DLisd iy

f(x,y)=3xy, 0<x<1
0<y<1

aafle X-ar aflafliby Liyeue wimg?

@A) fx(@)=3x ® fx (x)=§x
© fy (x>=§x ~ ) fx (x)=-§-x
(E) ofeni Qg,fﬂu_leﬁlcbmcb

CSST/2023 | 72 A

3@ Teachingninja.in



125. Match the correct answer :
(a) Development of Probability Theory
(b) Poisson Distribution
(¢) Binomial Distribution

(d) Construction of Index number

@ ® © @
w2 4 1
B 2 3 4
© 2 4 3
D) 1 2 3
(E) ‘Answer not known

s = =W

sflwrer uflene QUTHSESELD.

(a) Pspssey Carium iger eueriss]
(b) umisger uyeue

() mmBmUIYYL uFeu®

(d) GOSLG erarm s (Hwrend

@ ® © @

Q) N1 3
(B) 2 3 4 1
€) 2 4 3 1
D) 1 2 3 4
(E) e Qsflwefdvens
A | ' 73

1.

- W b=

James Bernoulli

Bayes

Fisher’s Ideal
1837

Gegibay QuiIGanad
GLiiied

s9egi eflefbGu GHUEE
1837
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126. If two dice are thrown then the probability that the sum is greater than

81is . '
7 9

@ 5 B -
3 , 5

© — v 3

(E) Answer not known

Qranh useLser oJelupn Curg yetell emwseller smbsd 8-&@ Cuwd

Bouugpsrer fapssee).
7 9
A — B =
@ 5 ®) 36
3 | 5
6 — , D) —
© 36 D) 7

(E) e Gsfwelcorena

n no n
127. A, A,, - A, are the events, if P(UAL-J <> P(A;), then P(ﬂAJ is
i-1 i=1

=1
@) >3 P4)-n B) 23 P(A)-n-1
1=1 i=1
46 >S P(4)-n+1 | D) >3 P(A)+n-1
i-1 | =t

(E) Answer not known

n

Ay, Ay, - A, aanp faspeysefler P( " Az] SiP(Az) aTafled P(ﬂALJ G
=1 =1 :

L =1
@) >3 P(A)-n | ®) 23 P(4)-n-1
i=1 =1
©) >3 P(4)-n+1 D) 23 P(A)+n-1
=1 S |

(E) e GgAweldpeame
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128. The probability obtained by using Baye’s theorem is

A4)
(B)

Prior Probability

.Conditional Probability

% Posterior Probability

(D)
(E)

Unconditional Probability
Answer not known

Guuifler Cepmsd(mbs Hassu Qupb Hlepssay

(A)
(B)
©
(D)
(E)

whosu flepssa
Hupseamen Blapssoy
Ypemsw Hlspssey
Bupsamanupp HsHss6
alen Qsflwelerene

129. Probability of the complementary event A of A is given by

v
(B)
©
D)
(E)

P(A)=1-P(A)
P(A)=1-P(A)
P(A)=P(A)
P(A)=1

Answer not known

A @en Blguiy Hlapeiien A o6 cupristiu@eg)

A)
(B)
(©)
D)
(E)

P(A)=1-P(4)
P(A)=1-P(A)
P(A)=P(4)
P(A)=1

el Qsfueiae

75
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130. The probability that an event A happens in one trial of an experiment 1s
0.7. Three independent trials of the experiment are performed. The
probability that the event A happens atleast one is

(A) 0.657
% 0.973
(C) 0.189
(D) 0.103:
(E) Answer not known

@@ Gangananuier @@ Cersamandd Hlapey A fapeusparar Hapssey 0.7 <y @w.
Cemgamanulien epemm SHWTSQIOTET LITEHSHET @&u_lu_luu@é\m;_r)m A ;F;la;gm R
wapwreug Hlawb Hapsse]

(A) 0.657

(B) 0.973 -

(C) 0.189

(D) 0.103

(E) eler Qgfueieene

131. The longest duration in any project network is called

(A) Start time
*Er Critical path
(C) Finish time
(D) Critical value
(E) Answer not known

S vuenfl Qewedeuemaiern @eLuulL  BarL  srewreang
ereru(hd.
| A) <ou Gerw
B) Sieyu urens
©) pyyw Gpmb
(D) Siey wHULY
(E) oo Qgfwedena
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132. Match.the following :
(a) Simplex Table
(b) Least cost method

(c) Hungérian method

(d) Supply = Demand

@ ® ©

Qa1 2 4
s 4 2

. ©1 3 4
™4 2 1

(E) Answer not known

&Cy 2 eerauperp QUIHSSIS :

(d)

3
1
2
3

(a) Avueréev oL euenemt

(b), Befy Qeway enp
(c) enmGsflwen e

(d) <efliy = Caameusar

@ ® ©
a 1 . 2 4
B) 3 4 2
“© 1 3 4
D) 4 2 .1

(E) e Qsflweiidrenan

Y

w N =W

o

. Transportation Problem

Assignment Problem

IBFS

Cuné@GuUTSs He&S
R&IGE_(H saNES
IBFS
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133. The variables whose values determine the solution of a problem are
called :
(A) Slack variables
(B) Surplus variables
(C) Artificial variables
M Decision variables
(E) Answer not known

@0 Yrésmanssnar Sime Siorals@n wrblser
(A)  sari o

(B) 2uf wrh

(C) Qswpers wrM

(D) Sr’rwnm wm

(E) el Qsfwefevencw

134. A model which considers uncertamlty as an important aspect of a
Operation Research Problem :

(A) Dynamic Model
(B) Descriptive Model
(C) Predictive Model
W27 Stochastic Model
(E) Answer not known

Qewe s omiss sansdld, Hesuwpy SMWES P&HELSFeuid é{aﬂa;@m
GUIq GUENLOLIL

A) Quées o meu eIy
(B) cflaTésiorer ey -
(C) safliiy siewiiy

D) amiuy sewuy

(E) & Qsfwedcvancy

e
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135. A necessary and sufficient condition for a basic feasible solution to a
minimization LPP to be an optimum is that (for all j)

% Zj—CjZO

(B) Zj—'CjSO

(C) Zj'—Cj =0.
D) zj-c;>0or z;-¢; <0
(E) Answer not known

om Bsfig LPP & equuem Siey erg Bsab 2sps Sians Qoss
GCaaauwmar whmib Curgiwrer sLOULTH ‘

(A) Zj—CjZO
(B) Zj‘—CjSO
© zj-¢;=0

D) z;-¢;>0 (o) z; -c; <0

(E) e Qzflwelcera

136. Models are only aids in

% Decision Making
(B) To form a base
(C) Planning
(D) Implementation
(E) Answer not known
mﬁﬁﬁl Ulg euiiGeT @aH&Ens LB LWETLELD
(A) Srworend QelcSHES
(B) @@ SigliuamL d@wné&s
(€C) S dbauspS
D) Qswe HeapCappw
(E) o&Nev Qsflwelcrene
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137. The total number of points required to draw an OC curve is

A 4
B) 3

w7l 5
D) 2
(E) Answer not known

OC aumarauany cuamgeausp@ Csmeuiu@w Qurss Ldtelselen aaraflsms
A) 4

(B) 3

© 5

D) 2

(E) o9 Qgswefcvanew

138. The operating characteristics function of a single sampling plan with
n,e =1 is (using Poisson)

A) 1+e™
B) ™
W@ (1 + np)
D) (1 - np)
(E) Answer not known

n,e=1leaemw e &y QLL.&,Q@&WW Qewodper smlly &Tiy  (UTbsTen

vweTUhSS)
A 1+e™
B ™

(C) e™(1+np)
@ e™1-np)
(E) ofer GsAwefwena
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139. Type A and Type B OC-curves differ from one another in respect of :
(A) Hypergeometric and binomial probabilities

(B) Finite and infinite sizes of the lots
(C) Consumer’s and producer’s risk

@ All the above
(E) Answer not known

awws A vpmp ewes Blar OC awmearGsmirarg geamstsream wrpul®
@ m&@EWw, WYeanGw
(A) BuQumss wopb FGHLY HEpsse] BGD
(B) pyeypp wHmb piyeprs raramiisms o erar e
(C) msiGauri wHmd gumiiurerfer @Liur®
| D) Cule sapliLlL Smaisgib
(B) &err Ggflueicena

140. ny + ng(1 — p;) is the ASN of

(A) Single Sampling Plan
Double Sampling Plan

(C) Sequential Sampling Plan

(D) Variable Sample Plan

(E) Answer not known

n, +ny(l - p;) aa@ug @eupdlen syrsM sag cran

A) 9@ g S
B) @ mps His
(C) ugyep smmp HLb
‘(D) wrdl sag HLd
(E) e Ozfweldama
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141. The control chart for number of defectives per unit is
C-chart (B) p-chart
(C) np-chart (D) X -chart
(E) Answer not known '
R weallh&ssrar Gmpurhseaiear aanaismastar sL_HLUT(H eleTé&sULL LD
(A) C-eSarssuiuLid (B) p-eSerssriuLid
(C) np-assiuid D) X -eferésruLid
(E) oo Qsflwelorae

142. Which of the following statements are false? In statistical quality
control? '

(1) 100% inspection is always foolproof.

(1) The Upper control limit for the control chart for number of defects
1s 3C + «/E v

(iii) In case of X -chart, the Upper Control Limit is set at X — A,R .

(A) () and (ii1) only

(B) (1) only

(C) (11) and (iii) only

(D) () and (ii) only

(E) Answer not known

Aemeumd samiseiled ergl seupmeang)? yetafluwed s7é sLHLUILMLIgE,

(1) 100% <iwey eriGurgid (L LTeTsaTonag

(1) @epur@seier aaraflsmasstar sLOUUILE elerssuuLsdisrar G
sl QuUIL® agby 3C + VC G- | .

(111) X-Gﬁ]mésa;uun_géld), Gué  sLEUUIL®  eufiby X - AR @&
SiMWESILIL(HETerg).
(1) wHmb (i11) WL

B) (1) wrEw

(©) (1) vpgw (1i1) v EWD

D) () wHmb (1) LLED

(E) e Qefueldeme
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143. The trial control limits for R chart with constant factors are
(A) UCL=D4R,CL=R,LCL=Ds3R
& UCL=D.R,CL=FR, LCL = D,R
(C) UCL =D,R, CL
(D) UCL = D4R, CL
(E) Answer not known |

LCL = D,R |
LCL = D,R - .,

Il

R,
X,

R - srés.Qurl® aaruLsdleo puHdl sLGuumrl ereeamesdr EpsamcupHdleer
agaen sryenliserns GsTarHaTarg.

(A) UCL=DsR,CL=R,LCL=DsR

(B} UCL=DsR,CL=R, LCL=D;R
(C) UCL = D,R, CL
(D) UCL = Dy,R, CL
(E) e Qsfwelerene

LCL = D,R

R,
X,

144. In SAS, store values of data keyword 1s
(A) Input
(B) Data
& Datalines
(D) Run .
(E) Answer not known : ' ‘

SAS -&, wrflsafler wHiysmeans CollsEn sreis Qemd earg
(A) o_eraf(

(B) sreyser

©) sroufisar

(D) Qesweour®

(E) &er Qgfweldare
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145. Regression teéhniqués used‘ in SPSS 1s
(A) Linear regression _
(B) Multiple regression ’
(C) Logistic regression

& All of these

(E) Answer not known

o L Qi @E.LJFEJBSG?T.LIUJ@TU@'Q‘;‘Q,S'SGBII.:].UJ SPSS:
A) Cpilwe 2L ean@gmfy '
(B) uenys e LanQsmiiy

(C) sereunL o Lan@gmiy

D) @oa s@asgbd

(E) oo Qsfueidens

146. Some variables are difficult to interpret because they may load onto
more than one factor which is known as

(A) Factor
(B) Factor loadings
(C) Screen plot

M Split loadings

(E) Answer not known

e wrhaemer aﬁ]mé;@mg sgaid, ghaafid mea qamse CoHul
SyeantsEhs@ aufleu@GaGd e Quuwir ererer?

(A) sryenf .

(B) smrell siewweym

©O) Ser awemysed

(D)  Qerey siewweym

(E) &Mev Qgfwelcrena
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147. —— 1s the most popular orthogonal method.

@ VARIMAX

(B EQUIMAX

() QUARTIMAX | | .
D) MAX |

(E) Answer not known

Heayb Gruewrer Qeki@Gssner (penm.
(A) VARIMAX |

(B) EQUIMAX

(C) QUARTIMAX

(D) MAX

(E) o&fer Qsfweldena

148. What type of variables comes under Nominal scale?

(A) Ranks

%Bf Dichotomous ' ' ' -
(C) Scores
(D) Interval

(E) Answer not known

lGI"[B‘Q') uSWITET LOMHISET LTLENT D6ty S Lgdlen Sip aumSlenpen ?
(A) sy camser

B) @wfanrsswn

(C) wvHuQueamnser

D) @ Qeuaf ,

(E) ofenr QsMwefdrana
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149. In Microsoft Excel spreadsheets, cells are labélled as
A 1,238, ..
B) A BC, ..
W A1,B1,€1,..
®) I 11,101, ..

(E) Answer not known

Microsoft Excel efflgrefier, Qeevaser Gemeumwmm Guwdliiul @Héterer
A 1,23, ..

B) A BC,..

(C) A1,B1,Cq,..

D) LILII, ..

(E) e QzsMweildvene

150. In Excel, the statistical syntax used to find the SUM of a cell ranges 1s

(A) =SUM (number 1) '

JEf = SUM (number 1, [number 2], ...)
(C) = ADD [number 1]
(D) = ADD (number 1, [number 2], ...)
(E) Anéwer not known
Excel-@e a.mguq agbyseller  sL@p  Osmesows  sErcdul
vwetu@ssLL@GL Letaflullwed GHluik
(A) =SUM (number 1)
(B) =SUM (number 1, [number 2], ...)
(C) = ADD [number 1]
(D) = ADD (number 1, [number 2], ...)
(E) o&fer Qsfwefdvanar
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151. Which key moves the active cell one column to the left in MS-Excel?
(A) Up Arrow
(B) Down Arrow
W& Left Arrow or Shift + Tab
(D) Right Arrow or Tab

(E) Answer not known

abg elemswurarg Qswpu@ sesws MS-Excel @ om Anhafiasou @Lg
UDWwre BsisgSng 2

(A) GCuao siby G

B) &p <y @h

(C) QL <y EN <@wz Shift + Tab
D) awes oy G odws Tab

(E) e QsAweldvena |

152. Which of the following symbol is uéed to make a cell address as an
absolute reference? :

A +
B) %
O &

V-

(E) Answer not known

- sallss BEmaTeDl UrTeaul @isE LWETLRSSLILGD GHSE erg1?

@A +
B) %
O &
@D 3
(E) e QsMwelldene
A | - 87 CSST/2023
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153. Crude death rate provides

(4)

(B) the probability that a male will die in a given period

probability of dying an infant within a year

M the probability that a person will die in a given period

(D) the probability of dying a female in a given period

(E)

Answer not known

QsuiuefLr @ouy 6igw ‘e_r,@mg

(A)-

(B)
©
(D)
(E)

GRE®S GO AUGLESDGT @puuspsar Bepssel
GHLALL sTRsd @ dm QnuughseTer Hlapsse]
&AL L stesdd emeut @nuughsrar Hlspsse,
GOUACL sTesdd em Quar @puugharer Hlepsse,
eflen Gsflwaeicvene '

154. The death rate of babies under one month is known as
.,(Af Neonatal mortality rate

(B)
©
D)
(E)

@G

Infant mortality rate
Maternal mortality rate
Foetal death rate

Answer not known

LIgL  @G@peural Gpbassaiar @pUY. eiss®s

SP&SUILHSDF).

(A)
(B)

©)

(D)
(E)

CSST/2023

s Gpbos Uy eigw
Gpbes uma @iy eig
smiaufl s@mansD ish
&I LOTERT GIGLD ‘
clen Qzflwaellerena
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155. Calculate the cost of living Index Number :

Group Index Number Weight

Food 330 50

Clothing 208 10

Fuel and Lighting 200 12

House Rent 162 12

Miscellaneous 180 16
(A) 248.52 _ (B) 250.04
258.04 (D) 256.04

(E) Answer not known

uMpsEmsd STSHUELH crarTanant seir By .
' ' &(P&&ET SHOEL B eTamser erenL

2-curey 330 50

2oL - 208 10

erMQummer 200 12

AL () eurL_ens 162 12

sy 180 16
(A) 248.52 | (B) 250.04

(C) 258.04 (D) 256.04
(B) e Qsfueldeame ,

156. Year to year indices in the chain base method are called
(A) Chain indices wB)’ Link relative
(C) Fixed base indices (D) Factors
(E) Answer not known

srdledl  oigliuenL. epuled eu@BLT  aumsHbatar GO sET
ereriiu(b.

(A smdad MG (B) Qsriir @uli@ser
© ' Blevowrar oigrivemL GOk (D) smyerfiser
(E) e Qsfweldeame
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157. Fishers ideal index number does not satisfy the

(A)

time reversal test

M circular test

(©)
D)

(E)

factor reversal test
unit test

Answer not known

test.

sollagifler aflpiu @f;]uSA;QI_Gow aihg Cangamaraw yisd Celeddme

(A)
(B)
©
(D)
(E)

LY Lbfr;_bgﬂ Cengenen
e Cengenar | ’
srgentl wrhmy GCergemen
2@ Cargenen

afen AzAweddama

158. Fisher’s index number satisfies

(A)

(B)
(€)

Unit test
Time reversal test

Factor reversal test

vﬂr All the above

(E) Answer not ~known

SQasayfenr @GS G ereamser Garamb Corgamasaie aams Hlopey Caudng

&)
B)
©
(D)
(E)

CSST/2023

3@ Cangenen

sie wrHm Cergener
&yentl uSrrrjgu Cengenar
Glop snflu Sienargd

Mev Gsfweilcrena

90

3@ Teachingninja.in



- 159. The factor reversal test for the criteria of a good index number is

160.

P, x 2. Dij G

A P,;xP,=1 ﬂpix = j 4y
c ’ > Poj U
C) Poi X, = ZM’J_ (D) Poi xQ, = Zpoj q;
2. Poj %o 2P q;

(E) Answer not known

@@ fpps GO AL areflipster srgenfl wHmb Cergamar ererLig

(&) F;xF, =1 "~ (B) P, x 0i=—ZM
Z poj qoj

©C) FP;xQy = 2P % D) P,xQ, = 2 Poj i
2. Poj %oj 2D g

(E) e Qsfweldme

The data obtained from 1s used for surveys data mining,

market research etc

(A) SAS

- (B) MINTAB

(C) Excel

w7 SPsS

(E) Answer not known

Qohby CuplulL srey, Qs Sraus CsLATESD, SHOS

< TMES AHwepmsEL LweaTuRSSLILHE DS

(A) SAS

(B) MINTAB
(C) Excel

(D) -SPSS

(E) e Qsfweldana

91
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161. Time reversal test is

(A) Fyy x@Qp =1

(B) Py x Py = %ﬁl Zl
0 10

(C) P, x@Q =_Z_&21_
01 01 quqo

‘ d Py xBo =1

(E) Answer not known

sre wrHHEF Cergeanunearg)

(A) Py xQp =1

b4 . .
(B) P X P = -Z-———— . ¢
01 10 Zpo % | -

(D) Fy x B =1

(E) e Qzfwaeierenew
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162. If Laspeyre’s index = 183 and Paasche’s index = 173.5 then Fisher’s ideal

index =
| .@( 178.3 (B) 171.6
(C) 185.4 (D) 181.2

(E) Answer not known

wreb@uit GHISCE arair = 163 whmib LTh GHISLE arar = 173.5 cafe, wlay
Sgiiu GHSLH ae |

(A) 1783 ~ (B) 171.6

(C) 185.4 (D) 181.2

(E) e Gzsfwelilcrene

163. Which in the following is not relational operators
@ > |
B >=
“f A
D) =

(E) Answer not known ' o

Qenaumid GNsefle g @USLEH &b Harwng ?
A >

B >-=

© -~

D =

(E) oferi Qsfucfioema
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164. The four components of time series in a additive model are

(A)

Interdependent

M Independent

(©)
(D)

(E)

Cyclic component is dependent

Seasonal component is dependent

Answer not known

breng smapsmers QAsramL srabwent Qgriflear sl @ ey

A)
(B)
©)
D)
(E)

geaepCwrearn sribg QewduBamer
sgpglyons Aswdu@semper

sHE Fmm sTihg CewduBamer
UmeusTe) sam Fmibg Ceweduherner

alenL Qgfweledrena

165. Not used for the measure of trend is

A)
(B)
(©)

Free-hand method
Semi-average method

Moving average method

Jﬂ Simple average method

(E) Answer not known

Ber_arel Cursdlar Samamauamu LWETUESSID

(A4)
(B)
©
D)
(E)

CSST/2023

Csmymw wperm

ey syrsfl wpevw
B&@HD symaf wenm
eraflw gyred apenm
cllenL GsMwelevene
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166. A time series is a set of data recorded

167.

(A)
(B)
©

periodically
at time or space intervals

at successive points of time

M all the above

(E)

Answer not known

@ sTwsbsTLir cufles ereug
SO LU eUSTGLD.

(A)
(B)
©
(D)
(E)

&I FTTHI

1ol Soag o @ Cealsefle
QgrLitEflwmen &0 &re jeaTesetie
CopemPlu Diemarsgb

Men @sflweldwene

yetell efeurriuser Ceaflssuul ®

For the given five values 15, 24, 18, 33, 42 the three years moving
averages are

A)

19, 22, 23

% 19, 25, 31

©
D)

19, 30, 31
19, 31, 30

(E) Answer not known

15, 24, 18, 33, 42 areib wHUISEHES epenm eumL B Frefl wduysermearg

A)
(B)
©
D)
(E)

19, 22, 23
19, 25, 31
19, 30, 31
19, 31, 30

aflanL Qg,rﬂmaﬁlcbmco
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168. The terms prosperity, recession, depression and recovery are in

particular attached to

(A) Seasonal fluctuations

6 Cyclic movements

(C) Irregular variations

(D) Secular trend

| (E) Answer not known

Qe fluy, Yeraflpssn, whsHlae, WLy gdu Qerhsad GNILTE ———— o 16
@ amentéaLILL_(HeTeTer.

A) umaste ghp QDEsHGE

(B) swpid Qusstiser

©O) euwusdp LIHLTHEET

(D) weé srirunn Cunées

(E) leL Qs Mwcidrene
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169. If the Annual trend equation is Y =6(X -2014)+101, X unit = 1 .year
then the trend value for second quarter of the year 2015 is o
(A) 104.75 (B) 107.75
&Y 106.25 (D) 109.25
(E) Answer not known | .
a@rgpster  CrisCsmi@®  Gurss  swerur®. Y =6(X -2014)+101,

X @@ = 1 gan®, aaier 2015-cug yamgen @yem_reug) a;rreumrrmg,élma;rrm
Co&Camc_(h Gursdlen wliiy.

(A) 104.75 - (B) 107.75

wel 106.25 (D) 109.25
(E) &lenr QsfMweldena

170. Which of the following is not an increasing trend?
(A) Price (B) Production
(C) Literacy - \‘D‘)’ Death rate
(E) Answer not known ‘
SpsarLeupdled org s flsEn CunssE Qaamae ?
A)  elea | (B) 2pusd
©) ayssdey D) @ouy e .
(E) e Qzfweileane

171. Cyclical fluctuations recur at an 1nterval of
{AJ/ more than 1 year (B) less than 1 year
(C) one to two years (D) one to three years
(E) Answer not known |
spnd wrour® CrlGeaughasrar Qe Ceueaf
(A) @urangbHeE Coers (B) @rramnghE Geoneuns

(O gam wsd Qran® amhsdr (D) qdm wsd apetn o a@TE ST
(E) &flenr QeRweildvenc
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172. The difference between the observed value and the estimated value in
regression analysis i1s known as

(A) Residue

(B) Error .
(C) Deviation
@7 Either (4) or (B)

(E) Answer not known

sauallssuul L wduys@n wHOGuul L iy Qe Cu 2 6rer Cougium®
YemamenLey LIGLUTUGY eTar ereucumm SiPlwiu@Epg

(A) eésbd ' . s
(B) Qeny
O Owsd

D) (A) sivag (B)
(E) oL Qsfudome .

173. The two lines of regression are given as x+2y-5=0 and 2x+3y=38.
Then the mean values of x and y respectively are

A 2,1

@’ 1,2

© 2,5

D) 2,3

(E) Answer not known

x+2y-5=0 wopw 2x+3y=8 aearugy QraT®H 2L enbgmi G sar.
Sieueurg eraiédd X wHmb y uler ggmadl WarpGw S GL.

A 2,1

B) 1,2

©) 2,5

D) 2,3
(E) afenr QsfNweldene

CSST/2023 ' 98 A

3@ Teachingninja.in



174. The angle between two lines of regression 1s

_ 1—7'2 O'Xo'Y J}
@ 9'“‘,“{( e ][oiw,%

(142 oxoy )|
|’”| 2 | 52
J\O0x + Oy )

‘ F1 2 \
M9=tan’l{ 1-r (O-XO-Y }
2 . 2
L Il Nox +ov)

1-r? OxO
D) 6= XY
® [ E ]‘(a?cw%J

(E) Answer not known

@Quan® 2Ler AaTis CanhHsEnsS @ml_uuLL Camemtid

2

@) a=tan{[1 r J( f;xffvzj}
|’"| Ox +O0y

2 A
(B) ¢9=tan'l{(1+r (ZX"Yz }
Ir J\O0x 0y )

: L 2) \
(O 9=tan’1{(1 A (ZXUYz }
I J\Ox +0y )

1-r2 OxO
D) 6= Ay
) ( e )(aXaJ

(E) ofanr Qpflweldena
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175. The value of the coefficient S, is defined as |

(A)

©)

3

M
B = —é

. H3
2

y7;
Be = “%
Ho

(E) Answer not known

@/ﬂz:ﬂ_g‘

: Ha

2.
D) p ==

Hy

,[?2 Gasglear iy erar cuamrumISSILH g

(A)

©

3
fi="%
H3
2
/32:#_?5
Ha

(E) e QsAueldena

176. The third central moment is

(A)
(B)

Hs = p3 = 3y 147 + 24

Hy = pa + Btopty — 2485

& = - Sty +244°

(D)

Mg = p + Bt + 2443

(E) Answer not known

- eparprelg evww HmuysHparmearg

(&)
(B)
(©)
(D)
(E)

CSST/2023

Ha =ty — 3ty 157 + 244
Ha = s + Bpuls — 244
Ha = py — Bty + 24453
py = 1y + Spty i+ 241
clenL Qzflweldrena

100

B) fr="%
H2

2
D) p=£%
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177.

178.

In any Discrete Series (when all the values are not same) the

relationship between M.D about mean and S.D. is

(A) MD=SD (B) MD > SD

Y"MD < SD (D) MD < SD .

(E) Answer not known

apsQainm safigs Qsmifaid (G@ass wdHiysesd @Cr wrdfurs @cbcurrg,’

Gurg) sgrefWlimpg srrsfl clessnd wHpb Hlradawssd AHuOMISES
Qe Cuwrer 2 pa)

(A)  sgref assnd = UL assd (B) srmef classn > S eflesaLd
(C) spmef ossd < L dassnd (D) srmef dlwssnd < Sl wsshd

(E) e Qsfweldene

The Weighted arithmetic mean of the first ‘n’~ natural numbers, if the

weights being the corresponding numbers is

n+l n+l
@ O

n+1 2n -1
D
& 3 (D) 3

(E) Answer ﬂot known | | 3

aamsamatCu Hapsanss QsrarL wsd ‘n'— @ua aarseiar Hapull L gl @

ggma

1 n+l
A) 7 (B) 3
©) 2n3+1 ‘ D) 2n3—1
(E) afen GgsMwefdrena
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179. The suitable average to compute averaging of ratios is
(A) Arithmetic mean

(B) Geometric mean

@)/ Harmonic mean

(D) Combined mean

(E) Answer not known

'aﬂaﬂg,rmaserﬂm syreflepw sansdL erg QUTHSSLTET FTTEH ?
A) i G syrsf |

B) Qumsse sgmaf

(C) @asays synef

D) qmudmarss &grr&nﬂ

(E) el QzMwelevena

180. The median of the variaté values 11, 7, 6, 9, 12, 15, 19 1s
A4 9
B) 12
© 15

Q7 1

(E) Answer not known

11,7, 6,9, 12, 15, 19 wduyseier QaL_flae
A 9

(B) 12

(C) 15

D 1

(E) e Qgfwelévena
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181.

182.

The word Ogivé is also used for

(A) Frequency polygon

(B) Cumulative frequency polygon : -
(C) Frequency curvé |

W Cumulative frequency curve

(E) Answer not known

@éleu eramn auMTSamsWD @FHEGL LweaTuBSSLUGS DS

A) PepQeusr ueps cuameTeue]

(B) @dey AepQeud ucirr@a; QUGN GTEUEDTT

(C) MPapQeusr cueeteueny
(D) @dey AapQeua euamareuaiy
(E) e QgsfMweldene

A study based on complete enumeration is
(A) Sample survey

(B) Pilot survey

@/ Census survey

(D) Questionnaire

(E) Answer not known

ppewwrer UFBISmeT Bl WTeES CsTerL .em <6y
A)  orf s

(B) eouel sarsQs@oy

(C) wssear Qgrens sans&Qa@ LY

D) e L igwe

(E) elerr Qgflweldena
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183. Statistics mainly deals with
(A) Qualitative data
@’ Numerical data '
(C) Photo facts
(D) Imaginary facts

(E) Answer not known

yemertlufwied &0 &rrr’r(rbg,g.j.
(A) ueyent eSeugriger

(B). erair eSleumiseT

(C) yewsuL NSugriser

(D) shumer eugriger
(E) e&lenr Qgfweidena

184. A confidence interval of confidence coefficient (1 - «) is best when

0( It has smallest width

(B) It has largest width

(C) Upper and lower limits equidistant from the parameter

(D) One sided .

(E) Answer not known | '

em BOYsms QoL Qaelle, polsmssQsweanars (1-a) fApuunamg erear

uCung Fmpemd '

A) < gopis Qo Qaalliemear dararymeEgn Curg

(B) <g agil;as @ Qeuefllienar Qararig @ Cung

(C) Cue oo wHNL &P dome PHwUme & _HNILILES ST HITSE
@méEn Gung

D) em 'ué;asl.orr-as @ m&@EWwCung

(E) Mer Qsfweldrena
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185. - Formula for the confidence intérval with (1-a) as confidence coefficient

for the variance of the normal distribution N (,u, o’

given as ‘
[ 2 ]
ns
MP le_gﬁ—zﬁzé =l-a
. 2 9 2 |
2 2
®) P-z26%270—|=1-a
Xa X a|
[ 2 2
ns
© lez_gs——z—S;(é =«
2 2 |
T 9 7
ns
D) Plpi<—<i’,|=a
|z 9 2

(E) Answer not known

Que ureud N(,u, 0‘2) & u Qsfipg, (1-a) e
ugeupLIguilen BNEMS GUTLDLSENET ST ESS Tib

2
ns
A) P,ylzgS——zszé =l-«
"2 O
2 2
B) Pn—82-20'2_>. nzs =1l-a
| 2 2 ]
[ 2
ns
©) P;(lzas—z—-s,z; =a
T2 2
. \ -
D) Plri<5<i’a|=a
had o 1-2
[ 2 2

(E) elen QsMweldrena.
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186. If Tis the MLE of @ and w(8) is one to one function of &, then w(T) is
the ——— of w(8).

(A) Mean

(B) Variance

¢/ Maximum Likelihood Estimators
(D) Mode

(E) Answer not known

T —an BuGUE Bap wAUSE 6 aale, w(8) eaug O-efler 1-1 smiy @D
rafle, w(6)eMNar. w(T) aerugnsb.
(A) sgrsf

(B) wrmur®

(C) BuQum fap LAHSH

D) ws

(E) e Qgflwaiicvana

187. If X ~U(a, ), then the MLE of a and J respectively

(A) % and s® ‘(B) s and ¥
M x(q) and x,) (D) x(,) and x)

(E)A Answer not known

X~Ula,B) aal® a wopnf eep usruaeausaiar BUQUBG Hapssss
S Leteneu pepCGu

(A) T wpgd s (B) s® wpmid X

(C)  x(y) wHMIDX(,) D) x(,) wHOID x(1)

(E) oo Asfucddma
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188. If E(®)=p and V(x)—> 0 as n — o then ¥ is a — estimator.

(A) unbiased (B) sufficient

\A?) consistent - (D) efficient

189.

(E) Answer not known

E®)=p, V(X)>0 vppp n—o>o aale, ¥ g LHUSLEH

DATME! Y,GLD-
A) phfow | (B) Gungwren
©) &grew D) dpewwurer .

(E) e Qzfwellevenen

Fpr normal distribution which of the following is true?

@) V(z)<V(Md) ' v® V()< V(Ma)

©) V(®)>V(Md) ~ D) V(%)= V(Md)

(E) Answer not known

Quaflee LTuIES SpadrLmaseid g sflwmearg ?

Q) V(s < V @aifow)  (B) Viegmsf) < V @oLfow)
(C) V(sgmsf) > V (@eLfleva) (D) V (sgrsf) 2 V (@ flow)

s

(E) oflerr Qs Aweldame
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190. If (X;,X,,....X,) be a random sample from a population with pdf

f (x; 0) =%, 0<x <1, >0 then the sufficient statistic for 8 is

.

@A) T=%X, ‘ .,
1=1
> X,

® T-4

‘ n

(© T=xx?

=1
| ﬁ T'—'ﬁXi
i=1

(E) Answer not known

(X;,X,,...X,) eeiug Spsar_ @m wpuows CsrgdHular wrdis &amQpas.
ogen Hepssey LTHH s f(x; 9)=Qx9'1, 0<x<1, >0 aaflew, & eflan

L

Gumgioner gerewo HLISL TS

@) T-3X,

=1

® T=H
n

© T=3X?
=1

O T=[]X
1=1

(E) &len Qzfweldens
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191. The Crammer — Rao inequality on the variance of an estimator T, of
7(0) is

@) V,(T,)= 5 [T(a)]z 2
nE[% log f ('x, 9)}

, 2
B V,o(Th)z2— 2[1(9)] .

0
El—logf(x; 6
&Py g f( )J

©) V,(T,)=- o _

[ 52 :
E Y] log f(x; )

. [l
\/(K) VolT,)2 nE[ i )}

0

—log flx; @

v gf(
(E) Answer not known

2'(0) e T, erap wHoSigen wrpUTLLeTeveusstar SgTwoi -  grefer
swafldlwreang

@) V,(T,)> o f

5 2
nE[ﬁ log f (x,e)]

v |2
(B) Vg (Tn ) > 62[7(0 )] _
nE[W logf (x; 49)

© V,(T,)=- az[rf P
E[-é? log f(x; 6’)

D) V,(T,)z- 2[7(9’]2 ~
nE[:? log f(x; 0)]
(E) &eor Qsfweldana
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192. The higher the probability the ————— is the confidence.
(A) Moderate (B) Less
\}C() More (D) Equal
(E) Answer not known

b 9sms @aLQeuefl 2 Wi Hlspssal. .
(A)  Bswrar | (B) @@peurer
(C) =fswran (D) swwnrer

(E) oo Qsfluefdena

193. Formula for obtaining 95% confidence limits for the mean u of a normal

population N (y, 0'2) with known o are

A) -1.96<X"H <196 B P[—za <XTH <o, }=0.95
@) oln ®) /2 oln /2

C) %+1.96-L All the above

© x n v(d)

(E) Answer not known

synefl g wppw Qsfts HLdwssd Qarar. @uaflow ureauead N(,u, 0'2),
per 95% pwlsms Qe Qeauefl sramugharear @SS TD

A) -1.96<F"H <1.96 B P[— <Xl <o, }=0.95
(&) Y B) Zalz < S 2al2
©) 3?:‘:1.96—\7_-; | (D) Cupsadu Siemarsgib

(E) oSer Qzflweievene
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194. Match the following :

(a)
(b)

(©
(d)

(A)

V@Bf3

©

D 3

(E)

Mean of the y? distribution 1.  48v+12v2

Variance of the y? distribution 2. 3 +B
v

u, of the y? distribution 3. v

of the »? distribution 4. 2
2 .

@ ® @© @
4 3

=W =N
[ Y~ T

4
1 2
1

Answer not known

Qurmsgs

(a)
(b)

©
(d)

4
(B)
©
D)

(E)

MEUTES LIFeuedlerr #Un&rﬂ 1. 48v +12v2

@&aT&Es Lreuedan LIMUTH - 2. 3+1g- |
v

®&aUITES LiTeuedlen Ly 3. v

osaiTESs Lgeuedean Sy 4. 2v

@ b © @
4VASS
3 4
1 2
3 1

=W = N
N DN -

elen Gz flwefcrene
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195. Equality of several normal popultion means can be tasted by

\ﬁ() F —test (B) Z —test

(C) t—test (D) z2- test

(E) Answer not known

v Quatla wawstsrgduller sgrefaeailer Fosgusms ebs Camgamarnuier

apeod Gandléasembd

(A) F — Gsngaar (B) Z - Gesngewen
(C) t- Gsrgamar D) ,1'2— Cengener

(E) &eo QsAweférene

196. The null hypothesis for testing equality two means is

& Hy = 1, (B) Ho: > sy
(C) Hy:m = py (D) Hy:p <py

(E) Answer not known

Quan® sgrefsefen swowmar sa@weow Gsrsmear QsUW ULGTLUEHDL  E6Tw

T HCameT g
(A) Hoy:p=p, B) Ho:pm > pp
(C) Ho:lul # Uy (D) HO:,lll < Hy

(E) e Qsfwuaidame
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197. The likelihood ratio statistic is

_ L(9) _ L(émL)
A) W—2log{———L(A, L)} o W-Zlog{——-———L(a) }
W 1) L(6ML) _ L(#) }

(C) 1% lOg{—_L(ﬁ) } (D) W—log{L(A D

(E) Answer not known

Pewssss aldsl yerafluduid erei® erarug

_ _ L) _ L(6mL)
A W= 2log{L( ~ L)} B W= 2log{ L(H) }
W L(émL) B L(9) }

(E) e QgMweldrena

198. The ratio of the likelihood function under H, and under the entire

parameter space is called
(A) Probability ratio
. (B) Sequential probability ratio
(C) Sequential ratio
V) Likelihood ratio
(E)

Answer not known

Hy-pe oflw  Hespemony sty oppd  CQwrss

QapdbferCuw 2 drer cllflgrang)
(A) Papsse adgd

(B) afass Qsrii fspsse AHsbd
(O) afass st Afsn

(D) Pspeumiiy s

(E) e&lenr Qsflwelidens
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199. Which of the following is correctly paired :

-

(1) t-test ' = WS GOSSET

(11) Neyman-Pearson lemma —  Most powerful test

(i) Ho:p=100 Vs H,: 4 <100 — Two tailed test

(iv) Type II error — Power of test
V(K) (1) and (i1) are correct

(B) () and (iv) ax:e correct

(C) (1) and (iii) are correct

(D) (1) and (iv) are correct

(E) Answer not known

Werreumw Cymesaiier eraneu sflwnanenes erar < iiey QsWis

(1)) t-Gsmsewer — WS Gsns.

(1) Cpwer Quisafer gaweansGemiur® — dSper WG Cangaman

(1) Hy:u=100 Vs H; : £ <100 - Qoymaé Csrgemen

(iv) @ueLmd cuens ey - Gengaenler Hoen '

@) () wppi> (i) o
B) () wopw (iv) &M
©) (i) wpm (iii) s
(D) () wpgw (v) &f

(E) e sfweldpame
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200. Give assertion and reason

Assertion [A] : Type I error — The probability of accepting a true null
hypothesis '

Reason [R] : Type II error — The probability of rejecting a false 'null
hypothesis

(A) Both [A] and [R] are true; and [R] is the correct explanation of [A]
(B) [A] is true but [R] is false

(C) Both [A] and [R] are true; and [R] is not the correct explanation of
[A]

\/fﬁ) Both [A] and [R] are false
(E) Answer not known

Sapepub STFETSmSLD CarThésea)n

gapm [A] : Wwsd  amsulamyp-e arevwurar  yiw  swgCastamer
Fghps&Larareughaner Hapsse]
smyemrd [R] @QramLmd amsuG9mp-saprar yow  SBHIGET@eT
Arrsfuugharer Hlapssey
A) [A] wimd [R] @renpw eamew wppw [R] aeaug [A] @ear sfwrer
cHleT&&LmGD )

B) [A] eamew e [R] sauprang

(C) [A] wogw [R] @ranew eamew: wopw [R] eadaug [A] Qdr sfwmen
- leTESLD D@

D) [A] vpgw [R] @rem@uw seuprang

(E) oL Asfualdma
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Read the following instructions carefully before you begin to answer the questions.

IMPORTANT INSTRUCTIONS

1. You will be supplied with this question booklet 15 minutes prior to the commencement of the examination.

2. This question booklet contains 200 questions. Before answering the questions, you shall to check whether
all the questions are printed serially and ensure that there are no blank pages in the question booklet. If
any defect is noticed in the question booklet, it shall be reported to the invigilator within the
first 10 minutes and get it replaced with a complete question booklet. If the defect is reported
after the commencement of the examination, it will not be replaced.

3. Answer all the questions. All the questions carry equal marks.

4, You must write your register number in the space provided on the top right side of this page. Do not
write anything else on the question booklet.

5. An answer sheet will be supplied to you separately by the room invigilator to shade the answers.

Instructions regarding filling of answers etc.. which are to be followed mandatorily. are provided in the
answer sheet and in the memorandum of admission (Hall Ticket).

6.  You shall write and shade your question booklet number in the space provided on page one of the
answer sheet with BLACK INK BALL POINT PEN. If you do not shade correctly or fail to shade the
question booklet number, your answer sheet will be invalidated.

7. Each question comprises of five responses (answers) : i.e. (A), (B), (C), (D) and (E). You have to select
ONLY ONE correct answer from (A) or (B) or (C) or (D) and shade the same in your answer sheet.
If you feel that there are more than one correct answer, shade the one which you consider the best.
If you do not know the answer, you have to mandatorily shade (E). In any case, choose ONLY
ONE answer for each question. If you shade more than one answer for a question, it will be treated as a

- wrong answer even if one of the given answers happens to be correct.

8.  You should not remove or tear off any sheet from this question booklet. You are not allowed to take this

question booklet and the answer sheet out of the examination room during the time of the examination.
r examination, you must d over your answer the invigilator. You are allowed to
take the question booklet with you only after the examination is over.

9. You should not make any marking in the question booklet except in the sheets before the
last page of the question booklet, which can be used for rough work. This should be strictly

. adhered to.

10. In all matters, the English version is final.

11. Failure to comply with any of the above instructions will render you liable for such action as the
Commission may decide at their discretion.
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