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1.  Which probability distribution is often used for modeling continuous variables in Bayesian
algorithms ?
(a) Bernoulli Distribution (b) Gaussian Distribution
(c) Poisson Distribution (d) Exponential Distribution

2. Data Fishing is sometimes referred to as .
(a) Data Bagging (b) Data Dredging
(c) Data Merging (d) None of the above

3. What is the role of correlation matrix in data science ?
(a) Identification of missing values
(b) Finding relationship between variables
(c) Visualisation of data distribution
(d) Calculation of summary

4.  In exploratory data analysis, the term ‘Kurtosis’ is meant for —
(a) the presence of outlier
(b) the spread of data distribution
(c) the symmetry of data distribution
(d) the shape of data distribution

5.  To visualize the relationship between two categorical variables in a contingency table
format, which EDA technique is suitable ?

(a) Scatter plot (b) Mosaic plot and Cross tabulation
(c) Line plot (d) Whisker’s plot
6.  How many types of exploratory data analysis are there ?
(a) 2 (b) 3 (c) 6 (d) 4
7.  What does the vertical line in Box-plot represent ?
(a) Mode (b) Range (c) Standard Deviation  (d) Median
8.  Which of the following is not a descriptive statistics ?
(a) Mean (b) Standard Deviation(c) T-test (d) Range
9.  Among the following identify the one in which the dimensionality reduction reduces.
(a) Performance (b) Collinearity (c) Entropy (d) Stochastics
10. To get insight from the data, data scientists prefer .
(a) Data Warehouse (b) Data Mining
(c) Data Visualisation (d) Data Analysis
11. The type of test (one tailed/two tailed) is defined by which of the following ?
(a) Null Hypothesis (b) Simple Hypothesis
(c) Alternate Hypothesis (d) Composite Hypothesis
12. Goodness of fitness of a distribution is tested by .
(a) T-test (b) Chi-square test  (c) F-test (d) P-test
13. is not a step in exploratory data analysis.
(a) Data visualization (b) Data cleaning
(c) Data summarization (d) Model training
T : Y N
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14. In a two-factor ANOVA, how many main effects are there ?
(a) 2 (b) 1 (c) 3 (d) 4

15. In a one-way ANOVA, the factor refers to
(a) A categorical variable with 1 level.
(b) A categorical variable with 2 or more groups.
(c) A continuous variable.
(d) A variable with missing values.

16.  Which of the following is not a commonly used sampling technique ?
(a) Parameter Sampling (b) Simple Random Sampling
(c) Systematic Sampling (d) Convenience Sampling

17.  Which of the following is a commonly used method for cross-validation ?

(a) K-fold cross-validation (b) ANOVA
(c) Regression Analysis (d) Factorial Design
18. Karl Pearson correlation coefficient is suitable for which type of data ?
(a) Ordinal data (b) Nominal data
(c) Continuous data (d) Categorical data

19. The square root of the variance is called
(a) Empirical data (b) Standard Deviation
(c) Mean (d) Continuous data

20. Ina?2 x 2 factorial design, how many levels are there for each factor ?
(a) 2 levels for each factor (b) 4 levels for each factor
(c) 4 factors and 4 levels (d) 8 levels for each factor

21. Which of the following is a parameter of interest when estimating population proportion ?
(a) Mean (b) Median
(c) Standard Deviation (d) Proportion

22. The rejection probability of NULL Hypothesis when it is true is called as

(a) Level of Confidence (b) Level of Significance
(c) Level of Margin (d) Level of Rejection
23.  Which statistical measure is used to describe the central tendency of a numerical variable ?
(a) Mean (b) Standard Deviation
(c) Interquartile range (d) Range

24. A researcher wants to estimate the average height of a student in a University. Which of the
following sampling method is most appropriate ?

(a) Stratified sampling (b) Convenience sampling
(c) Cluster sampling (d) Simple Random sampling
T y e
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25. Least Square Method is used in .
(a) Linear Regression (b) Linear Polynomial
(c) Linear Sequence (d) Square Polynomial

26. In context of hypothesis testing, identify the correct statement.
(a) Answering Yes/No questions about data
(b) Estimating numerical characteristics of data
(c) Describing associations within the data
(d) Modeling relationships within the data

27. is/are the basic building block(s) of qualitative data.
(a) Data chunk (b) Categories
(¢) Numeric figures (d) None of the above
28. statistical process(es) are used for estimating relationship among variable.
(a) Causal only (b) Regression only
(c) Multivariate only (d) Both (a) & (¢)
29. Data Discretionary in data pre-processing is primarily used for
(a) Cleaning Data (b) Reducing Data
(¢) Transforming Data (d) Controlling access to sensitive data
30. Residual ~ plots investigate normality of the errors.
(a) RR (b) PP (c) QQ (d) SS
31. Which of the following forms the basis for frequency interpretation of probabilities ?
(a) Asymptotics (b) Symptotics (c) Asymmetry (d) All of above
32. Which coefficient represents the slope and intercept of the regression line in linear regression ?
(a) Correlation Coefficient (b) Regression Coefficient
(c¢) Rank Coefficient (d) Karl-Pearson Coefficient
33. How many fact tables are there in a star schema ?
(a) One (b) Three (c) Two (d) Four
34. Which of the following is transaction driven ?
(a) Data store (b) Data mart
(c) Data warehouse (d) OLTP

35. Full form of ETL is .
(a) Execute, Transmit and Load
(b) Extract, Transform and Load
(¢) Examine, Transmit and Load
(d) Examine, Transform and Load

36. The primary goal of data pre-processing is
(a) Analysing raw data
(b) Storing data in databases
(c) Preparing data for machine learning algorithm
(d) Generating the data visualizations

Series-A c S e
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37. KDD stands for .
(a) Knowledge Data Definition (b) Knowledge Definition Data
(c) Knowledge Discovery in Database (d) Knowledge Data Discovery

38. These two techniques are used for descriptive analysis of historical data :
(a) Data Warehousing & Data Science (b) Data Aggregation & Data Visualization

(c) Data Integration & Data Mining (d) Database & Data Integration
39. Commonly used algorithm for association rule mining is .

(a) Apriori (b) Decision Tree

(c¢) Linear Regression (d) K-Nearest Neighbours
40. In data mining, how many categories of functions are included ?

(a) 5 (b) 4 (c) 2or3 (d) 1
41. Which of the following sampling takes consecutive series of items ?

(a) Block (b) Set (c) Random (d) Heuristic
42. 1s used to obtain information from unstructured textual data.

(a) Information access (b) Information retrieval

(¢) Information finding (d) Information storage

43. Predicting the number of newborns, the final number of total newborns can be termed as

(a) Features (b) Observations (c) Attributes (d) Outcome

44. DMQL stands for .
(a) Data Mart Query Languag
(b) DB Miner Query Language
(c) Data Mining Query Language
(d) Datawarehouse Manipulation Query Language

45. Associate Rule Mining is a learning technique.

(a) Supervised (b) Unsupervised (c) Hybrid (d) Semi-supervised
46. Procedural Domain Knowledge in a rule-based system is in the form of

(a) Control Rules (b) Meta Rules

(c) Production Rules (d) Refutation Rules
47. In data analytics-sampling is a process used in .

(a) Network setting (b) Statistical analysis

(c) Semantic analysis (d) Systematic analysis

48. Data collection is one of the steps in statistical data analytics. The step is performed after

(a) Model building (b) Model implementation
(c) Evaluation (d) Business objective

49. Mapping of a class with the use of predefined class is known as .
(a) Data set (b) Data characterization
(c) Data discrimination (d) Data group

50. Which of the following is not a common data mining task ?
(a) Classification (b) Regression (c) Clustering (d) Visualisation
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51. Which of the following is not a common data mining algorithm ?

(a) K-Means clustering (b) Linear Regression
(c) Apriori Algorithm (d) Support Vector Machine
52. Which of the clustering technique make use of merging approach ?
(a) Partitioned (b) Naive Bayes (c) Hierarchical (d) Both (a) & (¢)
53. Which of the following is not used for data visualisation ?
(a) Fever maps (b) Bubble charts (c) Bullet graphs (d) Heat maps
54. Which of the following is a data-visualization tool ?
(a) Attensity (b) SAS (c) Clarabridge (d) Intensity
55. Which of the following provides state-of-art technology to store and process big data ?
(a) Yahoo (b) Google (c) Twitter Map (d) Hadoop
56. Visual Analytics is the science of supported by the interactive visual interface.
(a) Optics (b) Computers
(c) Analytical Reasoning (d) Analog Signal
57. Visualisation of data produces images that are filtered with the help of technique.
(a) Clutter Reduction (b) Predictive Analysis
(c¢) Logical Reasoning (d) Open Source

58. Which of the following features of virtualization means that a virtual machine can be
replaced by using a single file ?

(a) Partitioning (b) Isolation
(c) Encapsulation (d) Application Virtualization
59. A pie-chart is often referred to as .
(a) Bar chart (b) Pair plot (c) Doughnut chart (d) Circle chart
60. Which of the following is used to plot the distribution of a continuous variable ?
(a) Bar chart (b) Box chart (c) Scatter plot (d) Histogram
61. Visualization is a core-part for which of the data-mining technique ?
(a) Link Analysis (b) Database Segmentation
(c) Reinforcement (d) Link Segmentation
62. graph displays information as a series of data points connected by a straight line.
(a) Bar (b) Scatter (c) Histogram (d) Line
63. are drawn with respect to the histogram created.
(a) Frequency polygon (b) Box plot
(c) Bar plot (d) Doughnut plot
64. Which method shows hierarchical data in a nested format ?
(a) Tree maps (b) Scatter plots (c) Population pyramids (d) Area charts
65. plot is also described as five-number summary plot.
(a) Frequency polygon (b) Box plot
(c) Histogram (d) Scatter plot
SeeoA n Y
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66. plots are often used for checking randomness in time-series.
(a) Auto correlation (b) Auto rank
(c) Auto causation (d) Auto search

67. Which dimension type graph is shown below ?

Box Plot
I
Bar Plot | Dimension Graph |4 Histogram
I
Density Plot

(a) 3 —Dimension (b) 1 - Dimension (¢) 2 - Dimension (d) 0 - Dimension
68. Mongo DB is a database.

(a) SQL (b) DBMS (c) NO SQL (d) RDBMS
69. Which of the following is not a characteristic of Big Data ?

(a) Volume (b) Velocity (c) Variety (d) Validation
70. Common Big Data Framework used in IT Industry are .

(a) Python and Java (b) Hadoop and Spark

(c¢) Linux and Windows (d) SQL and NO SQL
71. is a component on top of spark core.

(a) Spark streaming (b) RDD

(c) Spark SQL (d) Spark Gift
72. is used to process and analyze Big Data.

(a) Spreadsheet Software (b) Relational Database

(c) Apache-Hadoop (d) Microsoft Windows
73. Spark was initially started by at UC Berkeley.

(a) Mark Zuckerberg (b) Matei Zaharia

(c) James Gosling (d) Doug Cutting
74. The size of a HDFS block is .

(a) 16 MB (b) 32 MB (c) 1GB (d) 64 MB
75. manages data-traffic between virtual and physical machine.

(a) Hypervisor (b) Map reduce (c) Hidesign (d) Mobile network
76. is managed by Map Reduce.

(a) Image (b) Unstructured data (c) Web logs (d) Users
77. command is used in HDFS for block directives.

(a) FSCK (b) FCSK (¢) FKSC (d) FKCS
78. HDFS stands for .

(a) Hadoop’s Division File System (b) Hadoop’s Distributed File System

(c) Hadoop’s Data File Syste (d) Highly Dense File System
T 5 v
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79. Procedural Domain Knowledge in a rule based system, is the form of

(a) Control Rules (b) Meta Rules (c) Production Rules W Rules
80. Reporting does not involve .
(a) Charts (b) Graphs
(c) Tables (d) Predictive Model
81. The data node and name node in Hadoop are .
(a) Worker node and Master node (b) Both are Worker nodes
(c) Both are Master nodes (d) Master node and Worker node
82. package is used to write programming code for Hadoop’s Map Reduce Model
directly.
(a) HDFC (b) Map visor (c) rmr (d) RISONIO
83. Following file system provides read-only access to HDFS over HTTPS :
(a) HAR (b) HDFC
(c) HXTP (d) None of the above
84. Which of the following is not a Big Data Technology ?
(a) Apache Spark (b) Apache Pytorch (c¢) Apache Hadoop (d) Apache Kafka
85. Which computer technology uses the virtual resources on a dispersed network ?
(a) Distributed computing (b) Cloud computing
(c) Soft computing (d) Parallel computing
86. Following Command Line Interface is used to interact with HDFS :
(a) HDFS shell (b) DFS shell (c) K shell (d) FS shell
87. The data which has already been collected by someone else is called data.
(a) Primary (b) Secondary (c) Quantitative (d) Qualitative
88. Missing value treatment to the data is .
(a) necessary to get correct results (b) should never be practiced
(c) to drop some missing values (d) not required in Big Data
89. The distance is computed for those space where points are represented as the
direction of vector components.
(a) Euclidean (b) Hamiltonian (c) Union (d) Cosine
90. In HDFS cluster manages the cluster metadata.
(a) Name Node  (b) Data Node (c) I Node (d) Cluster Node

91. Which of the following is a hypothesis testing method ?
(a) Black Box Test (b) Chi-square Test (c) White Box Test (d) Mutation Test

92. The architecture of spark contains
(a) API and Data storage
(b) API, Resource Manager and Data Storage
(c) Resource Manager and API
(d) Data storage and Resource Manager
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93. Which of the following scheme provides best performance ?

(a) Hashing by division (b) Hashing by multiplication
(c¢) Universal hashing (d) Open hashing
94. HDFS operates in a manner.
(a) Master — Worker Architecture (b) Master — Master Architecture
(c) Peer — Peer Architecture (d) Worker — Slave Architecture
95. Apache Hive is an example of tool.
(a) Mapping (b) Querying (c) Map Reduce (d) Input
96. Which of the following is not a component of the Hadoop Ecosystem ?
(a) HDFS (b) Spark (c) Hive (d) SQL Server
97. has the world’s largest Hadoop cluster.
(a) Apple (b) Datamatics (c) Facebook (d) Informatica
98. is a supervised machine learning model used for text classification.
(a) Naive-Bayes Classifier (b) K-Means Classifier
(c) Logistic Classifier (d) Simple Classifier
99. Identify a generative model used in machine learning.
(a) Logistic Regression (b) Support Vector Machine
(c) Linear Regression (d) Naive Bayes
100. Which of the following is not a supervised learning algorithm ?
(a) Naive — Bayesian (b) Linear Regression
(c) PCA (d) Decision Tree
101. Statistical technique for parameter estimation is commonly known as
(a) Minimum likelihood estimation (b) Maximum likelihood estlmatlon
(c) Bayesian estimation (d) Poisson estimation

102. In Bayesian networks, the directed edges represent

(a) dependency between variables (b) conditional probablhty

(c) prior probability (d) independence probability
103. Following Bayesian algorithm is used for solving optimization problem :

(a) Naive Bayes (b) Bayesian Network

(c) Bayesian-Linear Regression (d) Bayesian Optimization

104. Following Algorithm is used to estimate the performance of a machine-learning model :

(a) Cross-validation (b) Clustering
(c) Soft Computing (d) Swarm Intelligence
105. In information theory, the entropy of a random variable is the average level of
(a) Probability (b) Uncertainity
(c) Certainity (d) Sum of its values
106. does not fall under document classification.
(a) Identifying text in a document (b) Categorization of document
(c) Reading the document (d) Tagging
SeecA T Y
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113. What does K stands for in K-Means algorithm ?
(a) Number of Clusters (b) Number of Attributes
(c) Number of Data (d) Number of Iterations
114. Identify the clustering method which takes care of the variance in data.
(a) Gaussian Mixture Model (b) Decision Tree
(c) K-Means (d) Gaussian Blind Model
115. Clustering belongs to data analysis.
(a) supervised (b) unsupervised (c) early (d) late
116. The CPN provides practical approach for implementing
(a) Pattern Approximation (b) Pattern Classification
(c) Pattern Mapping (d) Pattern Clustering
117. For clustering we do not require .
(a) Unlabelled data (b) Categorical data
(c) Numerical data (d) Labelled data
118. Which of the following is not a distance metric used in hierarchical clustering ?
(a) Euclidean distance (b) Manhattan distance
(c) Cosine similarity (d) Pearson correlation coefficient
T T SRS

Multiclass Logistic Regression is also known as
(a) Mutual Information Method

(b) Maximum Entropy Method

(¢) Minimum Entropy Method

(d) Average Entropy Method

The Bayes rule can be used for
(a) increasing the complexity (b) decreasing the complexity
(c) answering probabilistic query (d) reducing the data
is a multinomial model.
(a) Dirichlet Model (b) Erlang Model
(c¢) Binomial Distribution Model (d) Tree Model
technique is used for classifying text documents.
(a) Bag of Alphabets (b) Bag of Numbers
(c) Bagof Words (d) Bag of Alphanumeric
The probabilities of the states before obtaining sample information are called
(a) Prior probabilities (b) Join probabilities
(c) Conditional probabilities (d) Revised probabilities
Statistical technique for parameter estimation is commonly known as

(a) Minimum Likelihood Estimation

(b) Maximum Likelihood Estimation
(c) Bayesian Estimation

(d) Bayesian Belief Network Estimation
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119. Which clustering algorithm is sensitive to the order of the data points ?

(a) GMM (b) K-Means (c) Agglomerative  (d) DBSCAN
120. The algorithm most sensitive to outliers is .

(a) K-Means (b) K-Modes (c) K-Medians (d) K-Values
121. Algorithm is used to handle clusters of varying shapes and sizes.

(a) DBSCAN (b) K-Means (c) Mean — Shift (d) Agglomerative
122. clustering algorithm is based on the concept of centroids.

(a) Mean— Shift (b) DBSCAN (c) K-Means (d) Agglomerative
123. How is a hypothesis represented in concept learning ?

(a) Scalar only (b) Vector only

(c) Polynomial (d) Either Scalar or Vector
124. is a generative model used in machine learning.

(a) Support Vector Machine (b) Naive Bayes

(c) Logistic Regression (d) Linear Regression

125. What is the Manhattan Distance between a data point (9, 7) and a new query instance (3, 4) ?
(a) 7 (b) 4 (c) 3 (d) 9

126. Which of the following is not based on Decision Tree Algorithm ?
(a) ID3 (b) C45 (c) DBSCAN (d) CART

127. What is the objective of regression analysis ?
(a) To predict categorical outcomes. (b) To predict continuous outcomes.
(c) To classify data into different classes. (d) To cluster data points.

128. In binary classification, what does F1 score represent ?
(a) Harmonic mean of precision and recall
(b) Arithmetic mean of precision and recall
(c) Geometric mean of precision and recall
(d) Product of precision and recall

129. SVM stands for .
(a) Super Versatile Machine (b) Support Vector Machine
(c) Simple Vector Machine (d) Share Variables Machine

130. What is the disadvantage of decision tree ?
(a) Prone to overfit
(b) Robust to outliers
(c) Cannot perform classification
(d) Cannot perform regression

131. Singular value decomposition is used in

(a) Lower Simple Indexing (b) Lateral Simple Indexing
(c) Latent Semantic Indexing (d) Latent Syntax Indexing
132. In pattern recognition system, the most popular distance metric is .
(a) Manhattan (b) Mean (¢) Minkowski (d) Euclidean
T G 5 e e
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133.

Consider the following data :
True Positive (TP) =9
False Positive (FP) = 6
False Negative (FN) =26
True Negative (TN) = 70

then value of Error Rate = ?

(a) 45.5% (b) 28.8% (c) 20.6% (d) 89.9%
134. Which of the following is an example of supervised learning concept ?

(a) Classification of mails (b) Bar graph representation

(¢) K-means algorithm (d) Recommendation system
135. KNN stands for .

(a) K-Non-Neighbour Network (b) K-Normal Neighbour

(c) K-Nearest Neighbour (d) K-Neural Network
136. From the following, Pattern Recognition is used for .

(a) Computer Vision (b) Speech Recognition

(c) Both (a) and (b) (d) Neither (a) nor (b)
137. Which of the following is true about classification ?

(a) Itis a measure of accuracy. (b) It is a sub-division process.

(c) Itis aprocess of multiplication. (d) Itis aprocess of addition.
138. Which of the following is not related to decision trees ?

(a) Uses divide and conquer method (b) Leaf

(¢) Prunning (d) Node
139. A 2D filtered data is also called .

(a) Political Map (b) Social Map (¢) Google Map (d) Feature Map
140. What can be explained by PAC learning ?

(a) Sample complexity (b) Overfitting

(c) Label function (d) Underfitting
141. Which of the following is not a machine learning algorithm ?

(a) SVG (b) Random Forest (c) SVM (d) KNN
142. Machine learning is a subset of which of the following ?

(a) Random Tree Learning (b) Deep Learning

(c) Artificial Intelligence (d) Data Learning
143. Error correction is a type of learning.

(a) Supervised (b) Unsupervised (c) Micro (d) Macro
144. Logistic Regression algorithm is type of algorithm.

(a) Cost-function minimization (b) Ranking

(c) Regression (d) Classification
T - e
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157.

Which evaluation metric is commonly used for regression tasks ?
(a) Accuracy (b) Mean Absolute Error
(c) Fl-score (d) Precision
Logistic regression algorithm was proposed in year by
(a) 1944, Joseph Berkson (b) 1968, Mark
(c) 1948, Bernoulli (d) 1988, Biden
is an example of unsupervised learning.
(a) E-mail Spam Detection (b) Customer segmentation
(c) Image classification (d) Stock-price prediction
By splitting the data into training data and test data we overcome .
(a) Overfitting (b) Overlapping (c) Overlay(s) (d) One test
From the following is not a pruning technique.
(a) Cost-Based Pruning (b) Cost Complexity Pruning
(¢) Minimum Error Pruning (d) Maximum Error Pruning
process is not a part of machine learning.
(a) Feature selection (b) Model evaluation
(c) Model deployment (d) Processing of data
Which test is appropriate for comparing means of two-independent variables ?
(a) Z-test (b) T-test (¢) Chi-square test  (d) F-test
Namenode is used when the primary Namenode goes down.
(a) Rack (b) Secondary
(c) Data (d) None of the above
Which of the following technique comes under practical machine learning ?
(a) Semaphores (b) Big Oh Notation (c) Boosting (d) Formal proofs
Which of the following SGD variant is based on both momentum and adaptive learning ?
(a) Adagrad (b) RMS prop (c) Adam (d) Nesterov
Which classifier performance metric is particularly useful when dealing with imbalanced
datasets ?
(a) Accuracy (b) Precision (c) Recall (d) Fl-score
In machine learning, which of the following is not a common resampling method ?

(a) Bootstrap

(b) Grid Search Cross Validation

(c) Leave One Out Cross-Validation (LOOCV)
(d) Random Subspace Method

In binary classification, what does the F1-score represent ?

(a) Harmonic mean of precision and recall (b) Arithmetic mean of precision and recall

(¢) Geometric mean of precision and recall (d) Product of precision and recall

158. How is classifier performance typically measured ?

(a) Mean squared error (b) R-squared

(c) Correlation and Coefficient (d) Precision and Recall
T 5
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159. Which of the following is commonly used to assess the performance of a classification
algorithm when dealing with binary outcomes ?
(a) T-test (b) Binomial test (c) ANOVA (d) Chi-square test

160. When comparing the performance of multiple classification algorithms across multiple data
sets, which of the following test is appropriate ?

(a) ANOVA (b) MANOVA (c) Tukey’s HSD test (d) Chi-square test
161. In a K-fold cross-validation, data set is divided as .

(a) (K) equal subsets (b) (K-1) training subsets

(c) Randomly into disjoint subsets (d) Some ratio of subsets
162. is a hyper parameter in machine learning.

(a) Training Data (b) Test Data (c) Learning Rate (d) Machine Data
163. A network with dynamics is known as .

(a) Computer Network (b) Parallel Network

(c) Stochastic Network (d) Neighbour Network
164. In K-fold cross validation, the value of K is typically chosen as .

(a) 1 (b) same as the size of data set

(c) a smaller integer such as 5 or 10 (d) alarge integer such as 1500 or 2000
165. Which of the following is not a cross-validation ?

(a) Holdout validation (b) K-Mean cross-validation

(¢) K-Fold cross-validation (d) Leave-one-out cross validation
166. F1 score is calculated using and )

(a) Accuracy, Precision (b) Precision, Recall

(c) Sensitivity, Specificity (d) Accuracy, Recall
167. Which of the following is useful for imbalanced datasets ?

(a) Accuracy (b) Precision (c) Recall (d) Fl-score
168. In the following ANN, the connections between the units do not form a directed cycle :

(a) Delta Neural Network (b) Genetic Neural Network

(c¢) Feed forward Neural Network (d) Fuzzy-Gamma Neural Network

169. In a Neural network, each pass is called .
(a) Epoch (b) Neuron (c) Bit (d) Weight

170. Which of the following is a decision making model used in discrete, stochastic, sequential
environments ?

(a) Back Propagation Model (b) Markov Decision Process Model
(c) Feed Forward Model (d) Feed Backward Model
171. Which of the following component makes a neural network non-linear in nature ?
(a) Activation function (b) Bias
(c) Weight (d) Input layer
172. Gradient Descent algorithm was proposed by .
(a) Ross Quinlan (b) Leslie Valient
(c) Thomas Bayes (d) Augustin-Louis Cauchy
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173. 2-D filtered data are called as .
(a) Social Maps (b) Google Maps (c) Political Maps (d) Feature Maps

174. From the following receives messages from other cells in Neurons.
(a) Dendrites (b) Axon (c) Layer (d) Dexon
175. Of'the following optimization algorithm is used to train a machine-learning model.
(a) Naive Bayes (b) Gradient Descent
(c) Markov Decision (d) Prim’s Algorithm
176. Total types of layers in radial basis function neural network is .
(a) 1 (b) 2 (c) 3 (d) 4
177. When both inputs are 1, the output of NAND gates based on Pitts model is .
(@ 0 (b) 1 (c) Z (d) EitherOor1
178. What type of activation function is commonly used in LSTM gates ?
(a) ReLU (b) Sigmoid (c) Tanh (d) Leaky ReLU
179. Which of the following is not a deep learning framework ?
(a) Tensor Flow (b) Pytorch (c) Keras (d) Scikit-learn
180. The primary goal of deep learning is .
(a) Data Extraction (b) Data Compression
(c) Feature Engineering (d) Learning pattern from data

181. Fundamental unit of neural network is

(a) Nucleus (b) Neuron (¢c) Brain (d) Axon
182. From the following RNN stands for .
(a) Receiver Neural Network (b) Reporting Neural Network
(c¢) Recurrent Neural Network (d) Recording Neural Network
183. LSTM stands for ;
(a) Long Short Term Memory (b) Long Sequential Term Memory
(c¢) Limited Short Term Memory (d) Linear Sequential Term Memory
184. In neural network context, Negative sign of a weight indicates
(a) Excitatory Input (b) Inhibitory Input
(c) Excitatory Output (d) Inhibitory Output
185. CNN stands for
(a) Complex Neural Network (b) Costly Neural Network
(c) Convolution Neural Network (d) Come-back Neural Network
186. activation function is commonly used in hidden layers of deep neural network.
(a) ReLU (b) Sigmoid (c) Tanh (d) Softmax
187. Markov Networks are models.
(a) Directed (b) Simple
(¢) Undirected (d) Complex-directed
T 5 Y N
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188. Which of the following language(s) are commonly used in Data Science ?

(a) Python (b) HTML (c) R (d) Both (a) & (¢)
189. The process of Quantifying data is referred to as .
(a) Decoding (b) Structure (c) Enumeration (d) Coding
190. is used when we want to visually examine the relationship between two
quantitative variables.
(a) Bar Graph (b) Scatter Plot (c¢) Line Graph (d) Pie Chart
191. Amongst the following, which is/are not a major data analysis approach ?
(a) Text Analytics (b) Data Mining
(c) Topology (d) Predictive Analytics
192. Discovering rules that describe large partitions of data is called .
(a) Association (b) Clustering (c) Classifier (d) Cleansing
193. By the year 2025, the volume of data will increase at-least to the scale of
(a) TB (b) YB (c) EB (d) ZB
194. Data that sits outside the trend is referred to as a/an .
(a) Trend (b) Spike (c) Outlier (d) Cluster
195. Which of the following is another name for raw data ?
(a) Destination Data (b) Eggy Data
(c¢) Secondary Data (d) Machine Learning Data
196. Which of the following is not a data science application ?
(a) Generating Random Number (b) Predicting Stock Price
(c) Image Recognition (d) Fraud Detection
197. What does DSP stand for in the context of Data Science ?
(a) Data Storage Platform (b) Data Science Processing
(c) Data Science Prediction (d) Digital Signal Processing
198. The information that is displayed in its most unprocessed form is referred to as
(a) Formatted data (b) Unstructured data
(c) Structured data (d) Semi-structured data
199. A is a subject-oriented, non-volatile, integrated and time-variant collection of
data generated for the aim of making decision(s) by the management.
(a) Data warehouse (b) Mobile data
(c) Bigdata (d) Structured data
200. Which of the following steps are not included in a data-science process ?
(a) Quantum Computing (b) Data Visualisation
(c) Data Analysis (d) Data Collection
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