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àíZm| Ho$ CÎma XoZo go nhbo ZrMo {bIo AZwXoem| H$mo Ü¶mZ go n‹T> b| & 
‘hÎdnyU© {ZX}e 

1. àíZ-nwpñVH$m Ho$ H$da noO na AZwH«$‘m§H$ Ho$ A{V[aº$ Hw$N> Z {bI| &

2. ¶{X {H$gr àíZ ‘| {H$gr àH$ma H$s H$moB© ‘wÐU ¶m VÏ¶mË‘H$ Ìw{Q> hmo Vmo àíZ Ho$ A§J«oOr VWm {hÝXr ê$nmÝVam| ‘| go A§Jo«Or ê$nmÝVa H$mo ‘mZH$ ‘mZm Om¶oJm &
3. Aä¶Wu AnZo AZwH«$‘m§H$, {df¶-H$moS> Ed§ àíZ-nwpñVH$m H$s grarO H$m A§H$Z OMR Answer Sheet ‘| {Z{X©ï> H$m°b‘ ‘| ghr-ghr H$a|, AÝ¶Wm

CÎma-nÌH$      
4. Aä¶Wu a’$ H$m¶© hoVw Ho$db àíZ-nwpñVH$m (~wH$boQ>) Ho$ AÝV ‘| {X¶o J¶o n¥ð>m| H$m hr Cn¶moJ H$a| & AbJ go Bg hoVw d{H©ª$J erQ> CnbãY Zht H$am¶r

Om¶oJr &
5. Bg àíZ-nwpñVH$m ‘| 200 àíZ (dñVw{Zð> àH$ma) h¢                     

       
6. àË¶oH$ àíZ Ho$ Mma d¡H$pënH$ CÎma, àíZ Ho$ ZrMo (a), (b), (c) Ed§ (d) {X¶o J¶o h¢ & BZ Mmam| ‘| go Ho$db EH$ hr ghr CÎma h¡ & {Og CÎma H$mo Amn

ghr ¶m g~go C{MV g‘PVo h¢, CÎma-nÌH$ (Amo.E‘.Ama. Am§ga erQ>) ‘| CgHo$ Aja dmbo d¥Îm H$mo H$mbo AWdm Zrbo ~m°b ßdmB§Q> noZ go nyam
H$mbm/Zrbm H$a X| &

7. Am¶moJ Ûmam Am¶mo{OV H$s OmZo dmbr dñVw{ZîR>> àH¥${V H$s narjmAm| ‘| UmË‘H$ ‘yë¶m§H$Z (Negative Marking) nÕ{V AnZm¶r Om¶oJr &
Aä¶Wu Ûmam àË¶oH$ àíZ hoVw {XE JE JbV CÎma Ho$ {bE ¶m Aä¶Wu Ûmam EH$ àíZ Ho$ EH$ go A{YH$ CÎma XoZo Ho$ {bE (Mmho {XE JE CÎma ‘|
go EH$ ghr hr ³¶mo| Z hmo), Cg àíZ Ho$ {bE {ZYm©[aV A§H$m| H$m EH$-Mm¡WmB© A§H$ XÊS> Ho$ ê$n ‘| H$mQ>m OmEJm & XÊS> ñdê$n àmßV A§H$mo| Ho$ ¶moJ
H$mo H$wb àmßVm§H$ ‘| go KQ>m¶m OmEJm &

8.   g^r CÎma Ho$db Amo.E‘.Ama. CÎma-nÌH$ (OMR Answer Sheet) na      & Amo.E‘.Ama. CÎma-nÌH$ Ho$ A{V[a³V
AÝ¶ H$ht na {X¶m J¶m CÎma ‘mÝ¶ Zht hmoJm &

9. Amo.E‘.Ama. CÎma-nÌH$ na Hw$N> {bIZo Ho$ nyd© Cg‘| {X¶o J¶o g^r AZwXoem| H$mo gmdYmZrnyd©H$ n‹T> b| & Amo.E‘.Ama. CÎma-nÌH$ ‘| dm§{N>V
gyMZmAm| H$mo Aä¶Wu Ûmam narjm àmaå^ hmoZo go nyd© ^am OmZm A{Zdm¶© h¡ &

10. Amo.E‘.Ama. CÎma-nÌH$ VrZ à{V¶m| (‘yb à{V, H$m¶m©b¶ à{V Ed§ Aä¶Wu à{V) ‘| h¡ & narjm g‘mpßV Ho$ CnamÝV Aä¶Wu Amo.E‘.Ama. CÎma-nÌH$
H$s ‘yb à{V Ed§ H$m¶m©b¶ à{V AÝVarjH$ (Invigilator) H$mo hñVJV H$aZo Ho$ CnamÝV hr H$j N>m‹oS>| >& AÝ¶Wm H$s pñW{V ‘| Am¶moJ Ûmam {Z¶‘mZwgma
H$m¶©dmhr H$s OmEJr & Amo.E‘.Ama. CÎma-nÌH$ H$s Aä¶Wu à{V, Aä¶Wu AnZo gmW bo Om gH$Vo h¢ &

11. ¶{X AmnZo BZ AZwXoem| H$mo n‹T> {b¶m h¡, Bg n¥îR>> na AnZm AZwH«$‘m§H$ A§{H$V H$a {X¶m h¡ Am¡a Amo.E‘.Ama. CÎma-nÌH$ na dm§{N>V gyMZm¶|
^a Xr h¢, Vmo V~ VH$ àVrjm H$a|, O~ VH$ AmnH$mo àíZ-nwpñVH$m ImobZo H$mo Zht H$hm OmVm &

12. Amo.E‘.Ama. CÎma-nÌH$ (O.M.R. Answer Sheet) H$m ‘yë¶m§H$Z Amo.E‘.Ama. Am§ga erQ> na Aä¶Wu Ûmam A§{H$V grarO H$moS> (A, B, C, D) Ho$ AmYma
na hr {H$¶m Om¶oJm &

13. àíZ-nwpñVH$m (Question Booklet) ‘| go Amo.E‘.Ama. CÎma-nÌH$ (O.M.R. Answer Sheet) {ZH$mbZo Ho$ níMmV² Amo.E‘.Ama. CÎma-nÌH$ 
àíZ-nwpñVH$m   -    (A, B, C, D)      ¶{X C³VmZwgma H$m¶©dmhr Zht H$s OmVr h¡, Vmo
CgHo$ {bE Aä¶Wu ñd¶§ {Oå‘oXma hmoJm &

‘hÎdnyU© àíZ-nwpñVH$m ImobZo na VwaÝV Om±M H$a XoI b| {H$ àíZ-nwpñVH$m Ho$ g^r noO ^br-^m±{V N>no hþE h¢ & ¶{X àíZ-nwpñVH$m grb~§X Z  
AWdm H$moB© AÝ¶ H$‘r hmo, Vmo AÝVarjH$ H$mo {XImH$a Cgr grarO H$s Xÿgar àíZ-nwpñVH$m àmßV H$a b| & 

ASS
àíZ-nwpñVH$m ûm¥§Ibm

A

nona grb Imobo ~J¡a Bg Va’$ go CÎma erQ> H$mo ~mha {ZH$mb| & 
Without opening the Paper seal take out Answer Sheet 

from this side. 

O~ VH$ H$hm Z Om¶ Bg àíZ-nwpñVH$m H$mo Z Imob| & 



Series-A 2  ASS 

1. For a mesokurtic distribution, what should be the relation between fourth (4) and second 

(2) central moments ?    

 (a) 4 < 2
2 (b) 4 > 3 2

2 (c) 4 = 2 2
2 (d) 4 =   2 

 

2. The fixed base index numbers for the year 2020, 2021 and 2022 are respectively 188, 196 
and 204. What should be chain base index number for the year 2021 ?  

 (a) 102.42 (b) 104.26 (c) 106.22 (d) 107.05 
 

3. The National Sample Survey Office (NSSO) is responsible for :  

 (a) Conducting population census  
 (b) Collecting data on various socio-economic aspects through sample surveys 
 (c) Providing statistical data for policy documentation and planning 
 (d) Analyzing data collected by other agencies  
 

4. In a Latin square design if degrees of freedom corresponding to total sum of squares is 35, 
then what is the degree of freedom corresponding to error sum of squares ?  

 (a) 18 (b) 19 (c) 20 (d) 21 
 

5. Acceptance sampling plans are preferable due to :  

 (a) The economy in inspection  
 (b) Protection to perishable items 
 (c) Increased efficiency in the inspection of the items 
 (d) All of the above  
 

6. A feasible solution of a transportation problem is called optimum if  

 (a) It maximizes the total cost (b) It minimizes the total cost 
 (c) It balances the total cost  (d) None of these  
 

7. A lock out in a factory for a month represents which of the following components of time 
series ?  

 (a) Irregular Movement  (b) Seasonal Movement 
 (c) Cyclical Movement  (d) Secular Trend  
 

8. In the model of randomized block design, yij =  + i + j + eij besides yij, the other random 

variable is  

 (a)  (b) i (c) j (d) eij 
 

9. In a transportation problem with m origins and n destinations, a basic feasible solution is 
called degenerate if there are  

 (a) (m + n – 1) allocations (b) more than (m + n – 1) allocations 
 (c) less than (m + n – 1) allocations (d) None of the above  
 

10. If the number of persons is not equal to number of jobs in an assignment problem, then it 
can be solved by  

 (a) Introducing a dummy person or dummy job as the case may be 
 (b) Ignoring a person or job which exceeds the other  
 (c) Both (a) and (b) 
 (d) Neither (a) nor (b) 
 

11. If r12 = r13 = r23 = r, then what is the value of R1.23 ? 

 (a) 0 (b) 1 (c) 
1 + r

2r   (d) r  
2

1 + r  



ASS 3 Series-A 

1.       (4)   (2)         ?
(a) 4 < 2

2 (b) 4 > 3 2
2 (c) 4 = 2 2

2 (d) 4 =  2

2.  2020, 2021  2022      188, 196  204   2021  
     ?
(a) 102.42 (b) 104.26 (c) 106.22 (d) 107.05

3.     (NSSO)     
(a)     
(b)       -      
(c)             

(d)   ()       
4.              35 ,      

    ? 

(a) 18 (b) 19 (c) 20 (d) 21

5.           –
(a)    (b)      
(c)       (d)  

6.          
(a)         (b)        
(c)         (d)    

7.                    ?
(a)   (b)   (c)   (d)  

8.      yij =  + i + j + eij  yij    
  –
(a)  (b) i (c) j (d) eij

9.   ,  m   n  ,        
 
(a) (m + n – 1)    (b) (m + n – 1)      

(c) (m + n – 1)      (d)      

10.             ,       
(a)       ,    , 
(b)       ,    
(c)  (a)  (b)
(d)   (a)    (b)

11.  r12 = r13 = r23 = r  R1.23     ?

(a) 0 (b) 1 (c) 
1 + r

2r (d) r  
2

1 + r 
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12. A distribution has 2 = 16, y1 = 1 and 2 = 4. Then what are its third and fourth central 
moments ?  

 (a) (64, 1024) (b) (65, 1025) (c) (60, 1024) (d) (64, 1020) 
 

13. In stratified sampling optimum allocation reduces to proportional allocation only when   

 (a) Strata sizes are equal and costs per unit are equal 
  (b) Strata standard deviations are equal 
 (c) Strata standard deviations are equal and costs per unit are equal 
 (d) Strata sizes are equal 
 

14. The degree of freedom for F ratio in a 6 × 6 Latin square design is  

 (a) (5, 15) (b) (5, 20) (c) (6, 15) (d) (6, 20) 
 

15. If random variable X follows a binomial distribution with n = 16 and q = 0.4, then which 
one of the following is not true ?  

 (a) X is a discrete random variable  (b) The distinct values of X are 17 
 (c) The mean of X is 9.6 (d) The variance of X is more than 4 
 

16. If X1 is N(0, 1) and independent of X2 while (X1
2 + X2

2) has a central chi-square distribution, 
which one of the following is necessary ?  

 (a) X2 has uniform distribution  (b) X2
2 has a chi-square distribution  

 (c) X2 is a standard normal variate (d) None of the above  
 

17. The mean of 20 observations is 20 and their standard deviation is zero. What should be the 
median of the data ? 

 (a) 13 (b) 15 (c) 20 (d) Cannot be determined  
 

18. If r.v. (X, Y) follow a bivariate normal distribution with parameters (1, 2, 16, 25, 12/13), the 
marginal distribution of X is  

 (a) 







 22)(

50

1
exp

π50

1
x  (b) 


















 


2

4

1

2

1
exp

π2

1 x
  

 (c) 







 21)(

32

1
exp

π32

1
x  (d) None of the above  

 

19. Using usual symbols, in case of a standard deviation () chart, the upper control limit is 
given by  

 (a) B4  –s (b) B3  –s (c) –s + B4  (d) –s + B3 
 

20. To find an initial basic feasible solution of a transportation problem by matrix-minima 
method which cell we choose first ?  

 (a) Highest cost cell  (b) Lowest cost cell 
 (c) Cell with any cost  (d) None of the above  
 

21. Which one among the following is not true ?  

 (a) r 2
yx  < 1   (b) (byx) (bxy) < 1 

 (c) byx = 2, bxy = 1/3  (d) bxy = –1.5, byx = –0.9 

22. The probability of rejecting a lot having –p as the process average defectives is known as  

 (a) Consumer’s risk  (b) Type II error 
 (c) Producer’s risk   (d) All of the above  
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12.    2 = 16, y1 = 1  2 = 4            ?  

 (a) (64, 1024) (b) (65, 1025) (c) (60, 1024) (d) (64, 1020)  
 

13.            ,    

 (a)             

  (b)        

 (c)              

 (d)       
 

14.  6 × 6      F        

 (a) (5, 15) (b) (5, 20) (c) (6, 15) (d) (6, 20)  
 

15.    X   n = 16  q = 0.4    ,           ?  

 (a) X       (b) X      17   

 (c) X   9.6    (d) X   4     
 

16.  X1     (X1 N(0, 1))  X2   ,  (X1
2 + X2

2)    
    ,         ?  

 (a) X2       (b) X2
2         

 (c) X2       (d)      

 

17. 20    20                ? 

 (a) 13 (b) 15 (c) 20 (d)       
 

18.    (X, Y)       (1, 2, 16, 25, 12/13)   ,       
X     – 

 (a) 







 22)(

50

1
exp

π50

1
x  (b) 


















 


2

4

1

2

1
exp

π2

1 x
  

 (c) 







 21)(

32

1
exp

π32

1
x  (d)      

 

19.          ()      (upper control limit) 
   

 (a) B4 · –s (b) B3 · –s (c) –s + B4  (d) –s + B3 

 

20.                   
       ?  

 (a)     (b)    

 (c)      (d)      
 

21.          ?  

 (a) r 2
yx  < 1   (b) (byx) (bxy) < 1 

 (c) byx = 2, bxy = 1/3  (d) bxy = –1.5, byx = –0.9 

 

22.       –p ,         

 (a)      (b)     
 (c)     (d)   
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23. For constructing a p - chart, in case of observed data, if n = 9, –p = 0.36 then upper control
limit is :
(a) 0.12 (b) 0.36 (c) 0.48 (d) 0.84

24. What is expected to be child bearing age of women in India ?
(a) (15 to 45) years (b) (15 to 49) years (c) (15 to 55) years (d) None of these

25. In testing the difference between proportions, two random samples are under considerations.
In the first and second samples of sizes 150 and 50 respectively, the number of successes
are 75 and 13 respectively. In this situation, what should be the estimate of population
proportion ?

(a) 
75

150 × 
13
50  (b) 

75
150 × 

37
50  (c) 

75 + 13
150 + 50  (d) None of the above  

26. In stratified random sampling the smallest variance of the estimator of population mean is
given by
(a) Neyman Allocation (b) Optimum Allocation
(c) Proportional Allocation (d) Equal Allocation

27. Link relative means the ratio of a value to its
(a) Succeeding value (b) Preceding value
(c) Both (a) and (b) (d) Neither (a) nor (b)

28. Census report is used as a source of which data ?
(a) Primary data (b) Raw data (c) Secondary data (d) Organised data

29. In a two-way classification with one observation per cell and with 5 rows and 4 columns,
the degrees of freedom of F test for row means will be
(a) (3, 12) (b) (12, 3) (c) (4, 12) (d) (12, 4)

30. A normal random variable has mean = 2 and variance = 4. Its fourth central moment will be
(a) 48 (b) 36 (c) 12 (d) 38

31. Let x – 4y = 5 and y = Ax – 4 are two regression lines. Then what should be the range of
constant A ?
(a) 0 < A < 1 (b) 0 < A < 2 (c) 2 < A < 3 (d) 0 < A < 1/4

32. Error caused by wrong measurement of observations is known as
(a) Sampling error (b) Non-sampling error
(c) Population error (d) Error of I kind

33. In a m × m assignment problem, the number of possible arrangements for making
assignments are
(a) m (b) —m | (c) ( —m |  – m) (d) mm

34. In two-way classification with one observation per cell if error degrees of freedom is 35 and
degrees of freedom due to treatment is 7, the total number of plots is
(a) 54 (b) 52 (c) 48 (d) 42
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23.    p     n = 9, –p = 0.36,     
(a) 0.12 (b) 0.36 (c) 0.48 (d) 0.84

24.              ?
(a) (15  45)  (b) (15  49)  (c) (15  55)  (d)    

25.                    
   75  13       150  50    
        ?

(a) 
75

150 × 
13
50  (b) 

75
150 × 

37
50  (c) 

75 + 13
150 + 50  (d)      

26.              
(a)   (b)   (c)   (d)  

27.      ,    
(a)    (b)    (c)  (a)  (b) (d)   (a)   (b)

28.           ?
(a)   (b)   (c)   (d)   

29.         5   4        
F     
(a) (3, 12) (b) (12, 3) (c) (4, 12) (d) (12, 4)

30.       = 2   = 4 ,         

(a) 48 (b) 36 (c) 12 (d) 38

31.  x – 4y = 5  y = Ax – 4   ()  ,   A    
 ?
(a) 0 < A < 1 (b) 0 < A < 2 (c) 2 < A < 3 (d) 0 < A < 1/4

32.           
(a)   (b)   (c)   (d)    

33.  m  m            
(a) m (b) —m | (c) ( —m |  – m) (d) mm

 

34.            35        
7 ,     
(a) 54 (b) 52 (c) 48 (d) 42
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35. Let X1, X2, …, Xn be a random sample of size n taken from Poisson distribution with

parameter . Then which one among the following is true for T = X1 + X2 … + Xn = 
i=1

n

. Xi  

(a) T is an efficient estimator of  (b) T is an unbiased estimator of 
(c) T is not a sufficient statistic of  (d) T is a biased estimator of 

36. The relative measure of dispersion based on range of the given data is 0.5 and the range is
20. Then which one among the following gives the smallest and the largest observations ?
(a) 8, 32 (b) 12, 28 (c) 10, 30 (d) 15, 25

37. In SRSWOR, sample of size 4 is taken from a population whose values are (1, 2, 3, … 12),
what is the variance of sample mean in this case ?
(a) 11/3 (b) 11/5 (c) 11 (d) 13/6

38. A spelling test was conducted on 20 students. All of them spelled 7 out of 10 words correctly.
Then their distribution has
(a) Zero mean (b) Zero mean and zero standard deviation
(c) Zero standard deviation (d) None of the above

39. The mode of a binomial distribution having mean 4 and variance 3 is given by
(a) 3 (b) 3/4 (c) 4.25 (d) 4

40. If sample mean of a random sample of size 16 from N(, 1) is 0.19, then what is 95%
symmetric confidence interval of  ?
(a) (0.19, 0.60) (b) (–0.22 , 0.19) (c) (–0.30, 0.68) (d) (0, 0.68)

41. When all observations of a set are multiplied by a constant k, its standard deviation is
doubled. What should be the value of k ?

(a) 2 (b) 4 (c) 1/2 (d) 1/ 2  

42. Fisher’s ideal index number satisfies which of the following tests ?
(a) Time - reversal test (b) Circular test
(c) Both (a) and (b) (d) Neither (a) nor (b)

43. For testing H0 :  = 0 in N(0, 2), the critical region is taken as 
i=1

n

.  xi
2 < k where

x1 + x2 … + xn is random sample from N(0, 2). Which one among the following is the
alternative hypothesis for which it gives Uniformly Most Powerful Test (UMPT) ? 
(a)  > 0 (b)   0 (c)  < 0 (d) None of the above

44. A random variable X has the probability mass function

p(x) = 




 

otherwise   0

2 1, 0, 1, 2,for c 22 xx

What is the value of c ? 

(a) 
1

10  (b)
1
10

(c) –
1
10

(d) 1
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35.  X1, X2, …, Xn, n    ,    ,      

,        T = X1 + X2 + … + Xn = 
i=1

n

.  Xi     ?

(a) T,        (b) T,       
(c) T,        (d) T,       

36.           0.5    20      
           ?
(a) 8, 32 (b) 12, 28 (c) 10, 30 (d) 15, 25

37.          (1, 2, 3, …, 12) ,  4   
            ?
(a) 11/3 (b) 11/5 (c) 11 (d) 13/6

38. 20           10   7       
(a)     (b)        
(c)      (d)      

39.      4   3 ,   
(a) 3 (b) 3/4 (c) 4.25 (d) 4

40.  N(, 1)  16       0.19 ,    95%  
   ?
(a) (0.19, 0.60) (b) (–0.22, 0.19) (c) (–0.30, 0.68) (d) (0, 0.68)

41.          k     ,      
   k      ?
(a) 2 (b) 4 (c) 1/2 (d) 1/ 2 

42.              ?
(a)   (b)  
(c) (a)  (b)  (d)   (a)   (b)

43.   N(0, 2)  H0 :  = 0       
i=1

n

.  xi
2  k   ,   

x1, x2 … xn, N(0, 2)               
          ?
(a)  > 0 (b)   0 (c)  < 0 (d)      

44.    X      –

p(x) = 


 c2x2   for   x = –2, –1, 0, 1, 2 

  0     
 c     ?

(a) 
1

10  (b) 
10

1
(c) –

10

1
(d) 1
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45. Which one among the following hypothesis testing problems, makes use of chi-square test ? 

 (a) H0 : 1
2 = 2

2 (b) H0 : p1 = p2 (c) H0 : 1 = 2 (d) H0 : 2 = 0
2 

 

46. Let T be a statistic such that E(T) –  and V(T) – 0 as n – . Then T is an estimator 
of  which is  

 (a) efficient (b) consistent (c) sufficient (d) unbiased 
47. A group of moving average consists of  

 (a) 3 years period   (b) 5 years period 
 (c) a period which forms a cycle (d) None of the above 
 

48. How many parametric values are specified for the simple null hypothesis in a bivariate 
normal distribution ? 

 (a) 2 (b) 3 (c) 4 (d) 5 
 

49. For which one of the following detection CUSUM chart is specially useful for ?  

 (a) Small process shift  (b) Large process shift 
 (c) Non-random patterns  (d) None of the above 
 

50. Let  be the sample mean of a random sample taken from u(0, ),  > 0. Then which one 
among the following is an unbiased estimator of  ?  

 (a)  (b) (  – 1) (c) 2  (d) 
–
X__
2

  

51. If r is the correlation coefficient between two variables x and y, what will be the correlation 
coefficient between (7x) and (–7y).  

 (a) r (b) –r (c) –7r (d) 7r 
 

52. A worker earned ` 30,000 per month in the year 2015. The cost of living index increased by 
70% in the year 2018. How much extra should be earned by the worker in the year 2018 so 
that he can maintain the same standard of living in 2018 as was in 2015 ?  

 (a) ` 2,30,000 (b) ` 2,45,000 (c) ` 2,52,000 (d) None of the above 
 

53. Size of the critical region is known as  

 (a) Power of the test  (b) Size of type II error 
 (c) Critical value of the test statistic (d) Size of the test 
 

54. If TX = 3 and lX = 4, then what is the value of eX
0 in life table ?  

 (a) 1.33 (b) 1 (c) 0.90 (d) 0.75 
 

55. If in a systematic sample of size 10 taken from a population of size 100, the 25th, 85th, 55th, 
95th and 5th units of the population are included, then rest of five units in the sample are the 
units numbered in the population as   

 (a) 15, 65, 35, 75 and 45 respectively (b) 10, 20, 30, 40 and 50 
 (c) 1, 2, 3, 4 and 5   (d) Any other five units of the population 
 

56. If X ~ N(0, 1) and nY ~ (n), the distribution of the variate X / Y follows :  

 (a) Cauchy’s distribution (b) Fisher’s t - distribution 
 (c) F - distribution   (d) None of the above 
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45.         -      ? 

 (a) H0 : 1
2 = 2

2 (b) H0 : p1 = p2 (c) H0 : 1 = 2 (d) H0 : 2 = 0
2

 

 

46.  T       E(T)     V(T)  0  n  ,  T,    
 ,   

 (a)    (b)    (c)    (d)    

 

47.         

 (a) 3       (b) 5      

 (c)  ,       (d)       

 

48.                  ? 

 (a) 2 (b) 3 (c) 4 (d) 5 

 

49.          CUSUM       ?  

 (a)     (b)    

 (c) -   (d)      

 

50.  X      u(0, ),  > 0    ,        
         ?  

 (a) X  (b) ( X  – 1) (c) 2 X  (d) 
2

X
 

 

51.   x  y     r ,  (7x)  (–7y)       ? 

 (a) r (b) –r (c) –7r (d) 7r 

 

52.    2015     ` 30,000     2018     70% 
      2018           2018   
      2015   ?  

 (a) ` 2,30,000 (b) ` 2,45,000 (c) ` 2,52,000 (d)      

 

53.         

 (a)      (b)       

 (c)      (d)    

 

54.  TX = 3  lX = 4 ,     eX
0     ?  

 (a) 1.33 (b) 1 (c) 0.90 (d) 0.75 

 

55.  100      10         25, 85, 55, 95 
 5     ,              

 (a) 15, 65, 35, 75  45 (b) 10, 20, 30, 40  50 

 (c) 1, 2, 3, 4  5   (d)      5  
 

56.  X ~ N(0, 1)  nY ~ (n) ,   
Y

X     –  

 (a)   (b)   t  (c) F- (d)      
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57. For an exponential distribution with probability density function f(x) = 
1
2 e–x/2 ; x > 0,  

 Mean and Variance are 

 (a) 







2,
2

1
 (b) 








4

1
2,  (c) 








4

1
,

2

1
 (d) (2, 4) 

 

58. If n1 and n2 in Mann – Whitney test are large, the variable u is distributed with mean :  

  (a) n1n2 (b) n1n2 / 2 (c) (n1 + n2) / 2 (d) (n1 – n2) / 2 
 

59. Which method is not used to measure secular trend ?  

 (a) Semi average method (b) Moving average method 
 (c) Chain base method  (d) Least squares method 
 

60. If due to some legal/technical problem, the assignment of a particular facility is not permitted 
in an assignment problem, then it is called  

 (a) Unbalanced assignment problem (b) Prohibited assignment problem 
 (c) Balanced assignment problem (d) None of the above  
 

61. A negative correlation coefficient between anxiety before a test and performance in the test 
indicates that  

 (a) more anxiety better performance  (b) lesser anxiety better performance 
 (c) lesser anxiety lesser performance (d) None of the above  
 

62. If the price index for the year 2023 is 110.3 and the price index for the year 2018 is 98.4, 
then what is the purchasing power of money (in `) of 2018 compared to 2023 ?  

 (a) 0.89 (b) 1.12 (c) 1.25 (d) 1.35 
 

63. Registration of vital statistics is done by the office of  

 (a) Director General  (b) Registrar General 
 (c) Census Commissioner (d) All of the above  
 

64. The main activities of CSO (Central Statistical Organization) are :  

 (a) To co-ordinate statistical activities of various departments of Govt. of India and in states.  
 (b) To complete and publish national income statistics.  
 (c) Both (a) and (b) 
 (d) Neither (a) nor (b) 
 

65. In a Latin square design with five treatments, a treatment is added. The increase in error 
degrees of freedom will be  

 (a) 8 (b) 12 (c) 3 (d) 4 
 

66. The table given below represents the frequency distribution of number of live births born to 
women in age group (15 – 35) years.  

Age Group Number of Women Number of Live Births 
15 – 19 20000 600 
20 – 24 18000 1200 
25 – 29 14000 800 
30 – 35 8000 96 

 What is the GFR (General Fertility Rate) based on this data ?  
 (a) 44.933 (b) 89.866 (c) 449.33 (d) 898.66 
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57.         

  f(x) = 
1
2 e–x/2; x > 0      – 

  

 (a) 







2,
2

1
 (b) 








4

1
2,  (c) 








4

1
,

2

1
 (d) (2, 4) 

 

58. -    n1  n2  ,   u        

 (a) n1n2 (b) n1n2 / 2 (c) (n1 + n2) / 2 (d) (n1 – n2) / 2 

 

59.             ? 

 (a)    (b)    (c)    (d)    

 

60.   /               
 ,     –  

 (a)    (b)    

 (c)     (d)      

 

61.                    

 (a)       (b)       

 (c)       (d)       
 

62.  2023    110.3  2018    98.4       (` ) 2018 
 2023     ?   

 (a) 0.89 (b) 1.12 (c) 1.25 (d) 1.35 
 

63.           :  

 (a)    (b)   
 (c)     (d)   
 

64.         

 (a)               
 (b)        
 (c)  (a)  (b) 
 (d)   (a)    (b) 
 

65.      5  ,             
   ? 

 (a) 8 (b) 12 (c) 3 (d) 4 
 

66. (15 – 35)                :  
         
15 – 19 20000 600 
20 – 24 18000 1200 
25 – 29 14000 800 
30 – 35 8000 96 

       ()  (G.F.R.)   ?  
 (a) 44.933 (b) 89.866 (c) 449.33 (d) 898.66 
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67. In operations research, Hungarian method is used for solving the following :  

 (a) Linear programming problems (b) Transportation problems 
 (c) Assignment problems  (d) Game theory problems  
 

68. The sales of woolen clothes in winter season  is associated with the component of time series 
is called  

 (a) Secular trend  (b) Seasonal variation (c) Cyclical variation (d) Irregular variation 
 

69. In a 22 factorial experiment, the interaction effect AB is  

 (a) 
1
2 [(ab) + (a) + (b) + 1] (b) 

1
2 [(ab) – (a) + (b) – 1] 

 (c) 
1
2 [(ab) + (a) + (b) – 1] (d) 

1
2 [(ab) – (a) – (b) + 1] 

 

70. Let X~1, X~2, … X~N be a random sample of size N taken from Np (
~

, ). Then unbiased 

estimator of  is – (where A = 
= 1

N

.  (X~ – 
–
X~) (X~ – 

–
X~)′)  

 (a) 
A
N  (b) A (c) 

A
N – 1  (d) None of the above  

 

71. Let 25th, 50th and 75th percentiles of a frequency distribution are 29, 35 and 41 respectively, 
then this distribution is  

 (a) Symmetrical (b) Negatively skewed (c) Positively skewed (d) Nothing can be said 
 

72. In usual notations, in Marshall - Edgeworth index number the weights used is  

 (a) 
1
2 (q0 + q1) (b) p0 q0 (c) p1 q1 (d) q0 q1 

 

73. If X ~ 1(), then for  = 1,  = 1, the distribution is  

 (a) Normal  (b) Gamma (c) Exponential (d) Uniform 
 

74. A human population will have a tendency to decrease in size if Net Reproduction Rate 
(NRR) is  

 (a) Greater than 1 (b) Less than 1 (c) Equal to 1 (d) None of the above  
 

75. Let X1, X2, X3 be a random sample from N(0, 1), then curve of X1
2 + X2

2 + X3
2 is  

 (a) Negatively skewed  (b) Positively skewed 
 (c) Symmetrical   (d) None of the above  
 

76. The points of inflexion of Normal (, 2) curve are  

 (a)  +  (b)  + 2 (c)  + 3 (d)  + 
2
3  

 

77. If x is a uniformally distributed random variable in (–2a, 2a), then its probability density 
function will be   

 (a) f(x) = 
1
a , (–2a < x < 2a) (b) f(x) = 

1
2a , (–2a < x < 2a) 

 (c) f(x) = 
1
3a , (–2a < x < 2a) (d) f(x) = 

1
4a , (–2a < x < 2a) 

 

78. In a life table generally the value of radix (lo) is taken to be  

 (a) 1 (b) 1000 (c) 10000 (d) 100000 
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67.   (O.R.)             : 

 (a)     (b)   
 (c)      (d)    
 

68.                 ,    - 

 (a)   (b)   (c)   (d)   
 

69. 22      AB     

 (a) 
1
2 [(ab) + (a) + (b) + 1] (b) 

1
2 [(ab) – (a) + (b) – 1] 

 (c) 
1
2 [(ab) + (a) + (b) – 1] (d) 

1
2 [(ab) – (a) – (b) + 1] 

 

70.  X~1, X~2, …, X~N, Np (
~

, )    N           

  – 

 ( A = 
= 1

N

.  (X~ – 
–
X~) (X~ – 

–
X~)')  

 (a) 
A
N  (b) A (c) 

A
N – 1  (d)       

 

71.      25, 50  75   29, 35  41       
 (a)  () (b)   (c)   (d)      
 

72.   , -        

 (a) 
1
2 (q0 + q1) (b) p0 q0 (c) p1 q1 (d) q0 q1 

 

73.  X ~ 1()   = 1,  = 1     

 (a)  (b)  (c)  (d)  
 

74.               

 (a)      (b)      (c)      (d)      
 

75.  X1, X2, X3  N(0, 1)        X1
2 + X2

2 + X3
2    -  

 (a)     (b)   
 (c)    (d)      
 

76.  N(, 2)        

 (a)  +  (b)  + 2 (c)  + 3 (d)  + 
2
3  

 

77.  x, (–2a, 2a)              

 (a) f(x) = 
1
a , (–2a < x < 2a) (b) f(x) = 

1
2a , (–2a < x < 2a) 

 (c) f(x) = 
1
3a , (–2a < x < 2a) (d) f(x) = 

1
4a , (–2a < x < 2a) 

 

78.       (lo)     
 (a) 1 (b) 1000 (c) 10000 (d) 100000 
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79. For uniform distribution f (x ; ) = 


 

otherwise;0

0θ,θ0 ;θ/1 x
 

 Based on a sample of size n, the maximum likelihood estimator of  is : 
 (a) x(1) = min (x1, x2, … xn) (b) x(n) = max (x1, x2, … xn) 

 (c) 0   (d)  
 

80. Events S and T are independent with P(S) < P(T), P(S  T) = 6/25 and P(S|T) + P(T|S) = 1, 
then P(S) is  

 (a) 1/25 (b) 1/5 (c) 6/25 (d) 2/5 
 

81. The trend in time series is linear, if -  

 (a) The growth rate is constant  (b) The growth rate is not constant 
 (c) The growth rate is positive (d) The growth rate is negative  
 

82. If Fisher’s ideal index number and Paasche’s index numbers are respectively 132 and 144, 
then what should be the Laspeyer’s index number ?  

 (a) 119 (b) 122 (c) 121 (d) 136 
 

83. For a normal distribution, area to the right of the point x1 is 0.6 and to the left of point x2 is 
0.7, which of the following is correct ?  

 (a) x1 > x2   (b) x1 < x2 

 (c) x1 = x2   (d) Nothing definite can be said  
 

84. In a Poisson distribution, the second moment about origin is 12, then its third moment about 
mean is   

 (a) 2 (b) 3 (c) 4 (d) 5 
 

85. The variables associated with basic feasible solutions are called  

 (a) Basic variables  (b) Surplus variables (c) Slack variables (d) Non-basic variables 
 

86. Analysis of variance technique as developed by  

 (a) W.S. Gosset (b) Karl Pearson (c) R.A. Fisher  (d) De Moivre  
 

87. Consider the following statements regarding National Statistical Commission –  
 (1) It was established on the recommendation of Rangrajan Committee.  
 (2) Chief Executive Officer of NITI Aayog is the ex-officio member of the commission. 
  Which statements is (are) true ?  
 (a) Only (1) (b) Only (2) (c) Both (1) and (2) (d) Neither (1) nor (2) 
 

88. In a randomized block design with 4 blocks and 5 treatments having one missing value, what 
is the error degrees of freedom ?  

 (a) 12 (b) 11 (c) 10 (d) 9 
 

89. Let X be a t-variate with mean zero and variance 
5
3. Then its associated degrees of freedom are  

 (a) 5 (b) 6 (c) 7 (d) 8 
 

90. Which one of the following is one of the basic principles of design of experiments ?  

 (a) Confounding  (b) Compounding (c) Error Control (d) None of the above  
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79.   f (x ; ) =  



 
l/;   < x <  ,   > 0
    0;    

 

  , n     ,        
 (a) x(1) = min (x1, x2, … xn) (b) x(n) = max (x1, x2, … xn) 

 (c) 0   (d)  
 

80. S  T     P(S) < P(T), P(S  T) = 6/25  P(S|T) + P(T|S) = 1  P(S)   

 (a) 1/25 (b) 1/5 (c) 6/25 (d) 2/5 
 

81.          

 (a)        (b)       
 (c)       (d)      
 

82.         132  144 ,       ?  

 (a) 119 (b) 122 (c) 121 (d) 136 
 

83.    ,  x1     0.6   x2     0.7 ,       
 ?  

 (a) x1 > x2   (b) x1 < x2 

 (c) x1 = x2   (d)         
 

84.         12          -  

 (a) 2 (b) 3 (c) 4 (d) 5 
 

85.            

 (a)    (b)   (c)   (d)   
 

86.           :  

 (a) ..  (b)   (c) ..   (d)   
 

87.            : 
 (1)            
 (2)               
   ()    () ?  

 (a)  (1) (b)  (2) (c)  (1)  (2) (d)   (1)    (2) 
 

88.      4 , 5      ,     
  ?  

 (a) 12 (b) 11 (c) 10 (d) 9 
 

89.  X  t-       
5
3          

 (a) 5 (b) 6 (c) 7 (d) 8 
 

90.              ?  

 (a)  (b)  (c)   (d)      
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91. If X~ ~ Np (0~, ) where  is non-singular and known, then what is the distribution of                     

(X~' –1 X~) ?  

 (a) Beta distribution  (b) Chi-square distribution 
 (c) Hotelling T2   (d) Np (0~, ) 
 

92. The index number in which base year quantities are adopted as weights is a method known as   

 (a) Laspeyre’s Index Number (b) Bowley’s Index Number 
 (c) Fisher’s Index Number (d) Paasche’s Index Number 
 

93. If a factorial experiment is carried out with 3 factors each at 2 levels in a randomized block 
design with 5 blocks, then what will be the error degrees of freedom ?  

 (a) 17 (b) 20 (c) 25 (d) 28 
 

94. In a 23 factorial experiment, the contribution of any effect A to the sum of squares for 
treatments is  

 (a) [A]2 / 2 r (b) [A]2 / 4 r (c) [A]2 / 8 r (d) [A]2 / 16 r 
 

95. Let Xi (i = 1, 2, 3, 4) be four mutually independent standard normal variates, then what is 

the distribution of   

 
1
2 (X1 – X2)2 + 

1
2 (X3 – X4)2  

 (a) Cauchy’s Distribution (b) Exponential Distribution 
 (c) Chi-square Distribution (d) Normal Distribution 
 

96. For maximization linear programming problem, the objective function co-efficient for an 
artificial variable (where M is large positive constant)  

 (a) + M (b) – M (c) Zero (d) None of these 
 

97. Which one among the following is the probability distribution which has a pair of degrees 
of freedom ?  

 (a) t - distribution   (b) Chi-square distribution 
 (c) Normal distribution  (d) F - distribution 
 

98. Let X be a single observation from Poisson distribution with parameter . Then which one 
of the following is an unbiased estimator of (1 + ) (2 + ) ? 

 (a) X2 + X + 2 (b) X2 + 2X + 2 (c) 2X2 + 2X + 1 (d) 2X2 – X + 2 
 

99. A negative binomial distribution f (x, r, p) for r = 1 reduces to  

 (a) Binomial Distribution (b) Poisson Distribution 
 (c) Geometric Distribution (d) None of the above   
 

100. Let  and  be the probabilities of making first and second kind of errors in a test. When 
this test will be said to be unbiased ?  

 (a)  + > 1 (b)  + < 1 (c) <  (d) >  
 

101. In game theory what does a zero-sum game imply ?  

 (a) The total pay offs are zero. 
 (b) One player’s gain is equal to the other player’s loss. 
 (c) Both players gain equally. 
 (d) Both players lose equally. 
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91.  X~ ~ Np (0~, )       ,  (X~
' –1 X~)     ?  

 (a)     (b) -  

 (c)  T2   (d) Np (0~, ) 
 

92.                ,       -   

 (a)     (b)   

 (c)     (d)   
 

93.  3            , 5      
            ?  

 (a) 17 (b) 20 (c) 25 (d) 28 
 

94.  23       A        

 (a) [A]2 / 2 r (b) [A]2 / 4 r (c) [A]2 / 8 r (d) [A]2 / 16 r 
 

95.  Xi (i = 1, 2, 3, 4)          12 (X1 – X2)2 + 
1
2 (X3 – X4)2  

   ? 

 (a)     (b)   

 (c) -    (d)   
 

96.              ( M    
) 

 (a) + M (b) – M (c)  (d)      
 

97.              ?  

 (a) t -  (b) -  (c)   (d) F -  
 

98.  X        ,                             
(1 + ) (2 + )     ? 

 (a) X2 + X + 2 (b) X2 + 2X + 2 (c) 2X2 + 2X + 1 (d) 2X2 – X + 2 
 

99.     f (x, r, p) r = 1       

 (a)     (b)   

 (c)     (d)      
 

100.                        
   ?  

 (a)  + > 1 (b)  + < 1 (c) <  (d) >  
 

101.      ()      ?  

 (a)      
 (b)             
 (c)        
 (d)        
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102. Chebyshev’s inequality is given by  

 (a) P(| x –  | > k ) < 
1
k2 (b) P(| x – E(x) | < k) > 1 – 

V(x)
k2  

 (c) P(| x – E(x) | > k) <  
V(x)
k2  (d) All of the above  

 

103. If a coin and a dice are tossed together, with how many points the sample space will consist 
of ? 

 (a) 36 (b) 12 (c) 2 (d) None of the above 
 

104. Let x1, x2 be a random sample of size 2 taken from a population whose p.m.f. is  

 p(x, ) = (1 – )x-1 ; x = 0, 1 

   ; 0 <  < 1 

 Which of the following is maximum likelihood estimator of  ?  

 (a) 
1
2 (x1 + x2) (b) 

1
2 (x1 + x2)–1 (c) 2 (x1 + x2)–1 (d) 2 (x1 + x2) 

 

105. Let T be an unbiased estimator of  and I () = E 
2

θ

Llog











 

 Then which one of the following is Cramer-Rao lower bound of variance of T ?  

 (a) I ()  (b) I () (c) 
1

 I ()
  (d) None of the above  

 

106. Which one among the following is the characteristic function of Np (   ~ , ) ?  

 (a) exp (i t~′   ~ – 
1
2 t~′  t~) ; i = –1  (b) exp (i t~′   ~ – t~′  t~) ; i = –1  

 (c) exp ( t~′   ~ + 
1
2 t~′  t~) (d) None of the above 

 

107. For testing H0 :  = 1 against H1 :  = 2 on the basis of a single observation x from                                  

f (x, ) =  x– 1 ; 0 < x < 1 ;  > 0, the critical region is defined as { x : x > k }. If  = .01, 
what will be the value of k ?   

 (a) 0.005 (b) 0.01 (c) 0.09 (d) 0.99 
 

108. On the basis of a single observation from Poisson distribution with mean , which one of 
the following will be the unbiased estimator of e–2 ?  

 (a) (–1)x (b) (–2)x (c) e–2x (d) None of the above  
 

109. A, B and C are three mutually exclusive and exhaustive events associated with a random 

experiment, find P(A) given that P(B) = 
3
2 P(A) and P(C) = 

1
2 P(B). 

 (a) 
7
8 (b) 

4
13 (c) 

3
4 (d) 

1
4 
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102.      

 (a) P(| x –  | > k ) < 
1
k2 (b) P(| x – E(x) | < k) >  1 – 

V(x)
k2  

 (c) P(| x – E(x) | > k) <  
V(x)
k2  (d)   

 

103.                    ? 

 (a) 36 (b) 12 (c) 2 (d)      
 

104.  x1, x2, 2                

(pmf)   
 P(x, ) = (1 – )x-1  : x = 0, 1 
   ; 0 <  < 1 
            ?  

 (a) 
1
2 (x1 + x2) (b) 

1
2 (x1 + x2)–1 (c) 2 (x1 + x2)–1 (d) 2 (x1 + x2) 

 

105.  T,        I () = E 
2

θ

Llog











 

       T    , -    ?  

 (a) I ()  (b) I () (c) 
1

 I ()
  (d)      

 

106.       Np (   ~ , )     ?  

 (a) exp (i t~′   ~ – 
1
2 t~′  t~) ; i = –1  (b) exp (i t~′   ~ – t~′  t~) ; i = –1  

 (c) exp ( t~′   ~ + 
1
2 t~′  t~) (d)      

 

107.   x    H0 :  = 1  H1 :  = 2     f (x, ) =  x– 1 ; 0 < x < 1 ; 

 > 0         { x : x > k }         = .01  k   
  ?   

 (a) 0.005 (b) 0.01 (c) 0.09 (d) 0.99 
 

108.           e–2        
 ?  

 (a) (–1)x (b) (–2)x (c) e–2x (d)      
 

109. A, B  C             P(A) ,   
   – 

 P(B) = 
3
2 P(A)  P(C) = 

1
2 P(B) 

 (a) 
7
8 (b) 

4
13 (c) 

3
4 (d) 

1
4 
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110. Which of the following statement is true ?  

 (a) Unbiased estimators are always consistent. 

 (b) Consistent estimators are always unbiased. 
 (c) Sufficient estimators are always unbiased. 
 (d) Maximum likelihood estimators may not be unbiased.  
 

111. If X and Y are two independent Poisson variates where P(X = 1) = P(X = 2) and P(Y = 2) = 
P(Y = 3), then variance of (X – 2Y) is  

 (a) 10 (b) 12 (c) 8 (d) 14 
 

112. Given the sum of products of prices (p) and quantities (q) for the current year (1) and base 
year (0) for five items as :  

  p0q0 = 782 ,  p0q1 = 1000 , 

  p1q0 = 1084 ,  p1q1 = 1329, then  

 Fisher’s price index number for current year w.r.t. to base year will be :  
 (a) 135.19 (b) 72.97 (c) 261.2 (d) None of the above  
 

113. A random variable X can take all non-negative integral values and the probability that X 
takes the value r is proportional to ar ; (0 < a < 1). Find P(X = 0). 

 (a) 0 (b) a (c) 1 – a (d) r 
 

114. Life table is also known as  

 (a) Survival table   (b) Mortality table 
 (c) Life expectancy table (d) None of the above  
 

115. A sufficient condition for Tn to be consistent for  is  

 (a) E(Tn)     (b) V(Tn)  0 

 (c) E(Tn)  and V(Tn)  0 (d) None of the above 
 

116. Given the annual trend with 1975 as origin is Y = 20.6 + 1.68 X, the quarterly trend is  

 (a) Y = 5.15 + 0.42 X  (b) Y = 5.15 + 0.14 X 
 (c) Y = 5.15 + 1.68 X  (d) Y = 5.15 + 0.035 X 
 

117. Which of the following methods is not a measure of population growth ?  

 (a) Gross Reproduction Rate (b) Net Reproduction Rate 

 (c) Crude rate of natural increase (d) Crude birth rate 
 

118. Given   

Stratum Wi = Ni/N Si 

1 0.7 3 

2 0.3 4 

 What is the optimum allocation of a sample of size 22 ?  
 (a) (12, 10) (b) (11, 11) (c) (8, 14) (d) (14, 8) 
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110.         ?  

 (a)        
 (b)        
 (c)        
 (d)           
 

111.  X  Y     ,  P(X = 1) = P(X = 2)  P(Y = 2) = P(Y = 3)                   
(X – 2Y)    -  

 (a) 10 (b) 12 (c) 8 (d) 14 
 

112.     (p)   (q)    ,   (1)    (0)    :  
  p0q0 = 782 ,  p0q1 = 1000 , 

  p1q0 = 1084 ,  p1q1 = 1329,   
        ,      :  
 (a) 135.19 (b) 72.97 (c) 261.2 (d)       
 

113.    X         X  r      
ar ; (0 < a < 1)     P(X = 0)     

 (a) 0 (b) a (c) 1 – a (d) r 
 

114.            

 (a)     (b)    
 (c)     (d)      
 

115.   , Tn            

 (a) E(Tn)     (b) V(Tn)  0 

 (c) E(Tn)  and V(Tn)  0 (d)      
 

116. 1975       Y = 20.6 + 1.68 X,      

 (a) Y = 5.15 + 0.42 X  (b) Y = 5.15 + 0.14 X 
 (c) Y = 5.15 + 1.68 X  (d) Y = 5.15 + 0.035 X 
 

117.             ? 

 (a)      (b)    
 (c)      (d)    
 

118.     

 Wi = Ni/N Si 

1 0.7 3 
2 0.3 4 

 22         ?  

 (a) (12, 10) (b) (11, 11) (c) (8, 14) (d) (14, 8) 
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119. In an analysis of variance for one way classified data with three classes and three 
observations for each class, F value is 1.5 and the total sum of squares is 18. Then what is 
the mean sum of squares between classes ?   

 (a) 2 (b) 3 (c) 4 (d) 5 
 

120. Which of the following is a test for index number ?  

 (a) Mann – Whitney u test (b) Wilcoxon signed rank test 
 (c) Durbin - Watson test (d) Time reversal test  
 

121. In the experiment of throwing two dice, the probability of the event that outcomes on two 
dice are different is  

 (a) 13/18 (b) 7/18 (c) 15/18 (d) 5/18 
 

122. Cramer-Rao inequality with regard to the variance of an estimator provides :  

 (a) Upper bound for the variance  (b) Lower bound for the variance 
 (c) Asymptotic variance of an estimator (d) None of the above  
 

123. The characteristic function of a Binomial distribution is given by  

 (a) p + q eit (b) (p + q eit)n (c) (q + p eit)n (d) q + p eit 
 

124. Power of a test is related to : 

 (a) Type I error (b) Type II error (c) Both (a) and (b) (d) Neither (a) nor (b) 
 

125. For the exponential distribution f(x, ) = 
1
 e –x/ ; x > 0,  > 0 the estimator 

xi
n , based on a 

sample of size n, is an unbiased estimator of :  

 (a) 
1
 (b) 

1
2 (c)  (d) 2 

 

126. If A  B, then P (B – A) is equal to -   

 (a) P(B) – P(A) (b) P(B) (c) P(A) (d) P(A  B) 
 

127. The central limit theorem assures us that the sampling distribution of sample mean is  

 (a) Always normal 
 (b) Appears normal only when population size is more than 100 
 (c) Approaches normality as sample size increases 
 (d) None of the above  
 

128. If two random variables X and Y are jointly distributed as  

 f (x, y) = 




 

,otherwise;0

y0;e y x
 

 then E(X Y) is  
 (a) 1 (b) 2 (c) 3 (d) 0 
 

129. If the value of a series at any time t is a function of its values at some previous                                   
time-intervals, such a time series is known as  

 (a) Harmonic series  (b) Fourier series 
 (c) Auto regressive series (d) None of the above  
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119.        3         , F   1.5    
     18           ?   

 (a) 2 (b) 3 (c) 4 (d) 5 
 

120.           ?  

 (a)  -  u   (b)      
 (c) -   (d)    
 

121.                 -  

 (a) 13/18 (b) 7/18 (c) 15/18 (d) 5/18 
 

122. - ,           

 (a)       (b)     

 (c)     (d)       
 

123.         
 (a) p + q eit (b) (p + q eit)n (c) (q + p eit)n (d) q + p eit 
 

124.        

 (a)     (b)     (c) (a)  (b)  (d)  (a)   (b) 
 

125.   f(x, ) = 
1
 e –x/ ; x > 0,  > 0  , n      xi

n   

   ? 

 (a) 
1
 (b) 

1
2 (c)  (d) 2 

 

126.  A  B   P (B – A)     

 (a) P(B) – P(A) (b) P(B) (c) P(A) (d) P(A  B) 
 

127.              

 (a)     
 (b)        100     
 (c)     ,         
 (d)       
 

128.     X  Y     f (x, y) = 



 
e–y;  0  < x < y < 
  0  ;            ,   E(X Y)    

 (a) 1 (b) 2 (c) 3 (d) 0 
 

129.    t            ,        -  

 (a)     (b)   
 (c)      (d)       
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130. Ordinary sign test utilizes : 

 (a) Poisson Distribution  (b) Binomial Distribution 

 (c) Both (a) and (b)   (d) Neither (a) nor (b) 
 

131. A player tosses two fair coins. He wins ` 5 if two heads occur, ` 2 if one head occurs and   
` 1 if no head occurs. What will be his expected gain ?  

 (a) ` 1.50 (b) ` 2.00 (c) ` 2.50 (d) None of the above  
 

132. Neyman Pearson Lemma provides : 

 (a) Most powerful test  (b) Uniformly most powerful test 

 (c) Both (a) and (b)   (d) Neither (a) nor (b) 
 

133. A sequence of symbols shows lack of randomness if there are :  

 (a) Too many runs   (b) Too few runs 

 (c) Both (a) and (b)   (d) Neither (a) nor (b) 
 

134. If X has a t-distribution with n d.f. , then the distribution of x2 is : 

 (a) 2
(n) (b) Fn,1 (c) F1,n (d) Fn,n 

 

135. The mean and variance of a random sample of 64 observations were computed as 160 and 
100 respectively, then 95% confidence interval for population mean will be -  

 (a) (162.45 , 157.55)  (b) (162.55 , 157.55) 

 (c) (157.55 , 164.35)  (d) None of the above  
 

136. Let X(n) be the maximum value of the random sample of size n taken from u(0, ),  > 0. 

Then uMVuE of  is :  

 (a) 
n

n + 1 X(n) (b) X(n) (c) 
n + 1

n  X(n) (d) None of the above 
 

137. Let X~1, X~2, … , X~N be a random sample of size N taken from Np (   ~).  

 If A = 
= 1

N

. (X~ – 
–
X~) (X~ – 

–
X~)' and 

–
X = 

1
N 

= 1

N

.  X, which of the following is maximum 

likelihood estimate of ? 

 (a) 
A

N – 1 (b) A (c) 
A
N (d) None of the above  

 

138. If X1and X2are two independently distributed normal variates with mean 10 and 12 and 
variances 15 and 20 respectively, then mean and variance of X1– X2 are 

 (a) 2, 35 (b) –2, 5 (c) –2, 35 (d) 2, 5 
 

139. If second and third moment about mean of a distribution are equal, then this distribution will 
be  

 (a) Symmetric  (b) Asymmetric (c) Negatively skewed (d) Positively skewed  
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130.       : 

 (a)     (b)   

 (c)  (a)  (b)   (d)  (a)   (b)    
 

131.           2      ` 5     1   
   ` 2           ` 1         ?  

 (a) ` 1.50 (b) ` 2.00 (c) ` 2.50 (d)       
 

132.        

 (a)     (b)    

 (c)  (a)  (b)   (d)  (a)   (b) 
 

133.            : 

 (a)    (runs)  (b)    (runs) 

 (c)  (a)  (b)   (d)  (a)   (b) 
 

134.  X   n    t-   x2     

 (a) 2
(n) (b) Fn,1 (c) F1,n (d) Fn,n 

 

135.     64    ,   160   100  ,   
  95%     

 (a) (162.45 , 157.55)  (b) (162.55 , 157.55) 
 (c) (157.55 , 164.35)  (d)       
 

136.  X(n), u(0, ),  > 0    n             
      (uMVuE)  

 (a) 
n

n + 1 X(n) (b) X(n) (c) 
n + 1

n  X(n) (d)      
 

137.  X~1, X~2, … , X~N, Np (   ~)  N           

  A = 
= 1

N

. (X~ – 
–
X~) (X~ – 

–
X~)'  –

X = 
1
N 

= 1

N

.  X      

   ? 

 (a) 
A

N – 1 (b) A (c) 
A
N (d)       

 

138.  X1 X2           10  12     
15  20   X1– X2       

 (a) 2, 35 (b) –2, 5 (c) –2, 35 (d) 2, 5 
 

139.                  –  

 (a)   (b)  (c)   (d)   
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140. Let x1 = 2, x2 = 1, x3 = 5, x4 = 2 be the observed values of random sample from 

distribution having probability density function f (x, ) = 




 

,otherwise;0

θθ;
2θ

1
x  

 Then using the method of moments, the estimate of  is -  

 (a) 1 (b) 2 (c) 3 (d) 4 
 

141. Let X~ = (X1 X2 X3)′  follows a tri-variate normal distribution with dispersion matrix 

  = 

















101

032

124

 which one among the following is true ?  

 (a) X1 and (X2 , X3) are independent. (b) X3 and (X1 , X2) are independent. 

 (c) X2 and (X1 , X3) are independent. (d) X2 and X3 are independent. 
 

142. An urn contains 8 white and 3 red balls. If two balls are drawn at random, what will be the 
probability that the drawn balls are one white and one red ?  

 (a) 3/55 (b) 28/55 (c) 11/55 (d) 24/55 
 

143. What is the cumulative distribution function of u (–2 , 5 ) ; > 0 ?  

 (a) 
x
   (b) 

x
5   (c) 

x – 5 
7    (d) 

x + 2 
7    

 

144. Let X be a Poisson variate such that P(X = 3) = P(X = 5) + 42 (P (X = 7)) then what is the 
variance of X ?  

 (a) 3 (b) 2 (c) 4 (d) 5 
 

145. Let 1.23 .. p be the population multiple correlation coefficient of x1 on x2, x3, …, xp. In order 

to test the null hypothesis H0 : 1.23 .. p = 0, which one of the following test is used ?  

 (a) F - test  (b) t - test (c) Chi-square test (d) Normal test 
 

146. A set of equations obtained in the method of least squares is said to be  

 (a) Intrinsic equations  (b) Simultaneous equations 

 (c) Normal equations  (d) None of the above  
 

147. Power of the test is defined as  

 (a) P (Reject H0 | H0)  (b) P (Accept H0 | H1) 

 (c) P (Reject H0 | H1)  (d) P (Accept H0 | H0) 
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140.  x1 = 2, x2 = 1, x3 = 5, x4 = 2         ,   
   – 

 f (x, ) = 



 

1
2θ;  – θ < x < θ

  0  ;            
 

             
 (a) 1 (b) 2 (c) 3 (d) 4 
 

141.  X~ = (X1 X2 X3)′          - 

  = 

















101

032

124

         ?  

 (a) X1  (X2 , X3)    (b) X3  (X1 , X2)    
 (c) X2  (X1 , X3)    (d) X2  X3    
 

142.    8   3         2          
          ? 

 (a) 3/55 (b) 28/55 (c) 11/55 (d) 24/55 
 

143. u (–2 , 5 ) ; > 0       ?  

 (a) 
x
   (b) 

x
5   (c) 

x – 5 
7    (d) 

x + 2 
7    

 

144.  X        P(X = 3) = P(X = 5) + 42 (P (X = 7))  X     ?  

 (a) 3 (b) 2 (c) 4 (d) 5 
 

145.  1.23 .. p; x1  x2, x3, …, xp           
 H0 : 1.23 .. p = 0               ?  

 (a) F –   (b) t –  (c)  –   (d)   
 

146.            

 (a)  ()   (b)   

 (c)     (d)       
 

147.           

 (a) P ( H0 | H0)  (b) P ( H0 | H1) 

 (c) P ( H0 | H1)  (d) P ( H0 | H0) 
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148. Let X1, X2, … Xn be a random sample of size n taken from a continuous population where 
c.d.f. is F(x) and p.d.f. is f (x). If X(n) is the maximum of sample values, what is its c.d.f. ?  

 (a) {1 – F(x)}n (b) n {F(x)}n–1 f (x) (c) n {1 – F(x)}n–1 (d) {F(x)}n 
 

149. If X follows a normal distribution with mean zero and variance 4, then 
)E(X

)E(X
2

4

 is equal to  

 (a) 3 (b) 4 (c) 12 (d) 48 
 

150. Let X1, X2 …... Xn be a random sample of size n from exponential distribution                           

f(x, ) = 
1
 e–x/ ; x > 0,  > 0, then the maximum likelihood estimate of median of the 

distribution is    

 (a) –x (b) –x / log e2 (c) –x log e2 (d) log e2 / –x 
 

151. Labour Bureau was set up in the Ministry of Labour and Rehabitation, Govt. of India for 
which of the main functions ?   

 (a) It collects, compiles and publishes statistics of employment in respect of factories, 
mines, plantations, shops, commercial establishments etc. on all India basis. 

  (b) It constructs consumer price index numbers. 

 (c) Both (a) and (b) 

 (d) Neither (a) nor (b) 
 

152. In the layout of a randomized block design with 7 treatments, each replicated 4 times, the 
plots will be grouped into  

 (a) 2 blocks of 14 plots each  (b) 4 blocks of 7 plots each 

 (c) 7 blocks of 4 plots each (d) None of the above  
 

153. In a randomized block design with 6 treatments and 5 blocks, the following results were 
obtained. MSSB = 20, MSST = 25, TSS = 245, then the error mean sum of squares is  

 (a) 20 (b) 15 (c) 4 (d) 2 
 

154. In which one among the following, the Poisson distribution will be a good approximation of 
binomial distribution b (x ; n, p) ?  

 (a) n = 200, q = 0.98  (b) n = 60, p = 0.32 

 (c) n = 50, q = 0.79   (d) n = 10, p = .03 
 

155. Let T be a sufficient statistic of parameter . Consider the following statements :  

 (1) Every unbiased estimator of  is a function of T. 

 (2) Most powerful test is a function of T.  

 Which of the following is true ?  

 (a) Only (1) (b) Only (2) (c) Both (1) and (2) (d) Neither (1) nor (2) 
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148.  X1, X2, …, Xn, n            c.d.f. F(x)  
p.d.f.  f (x) ,       X(n)     ( )     c.d.f.   ?  

 (a) {1 – F(x)}n (b) n {F(x)}n–1 f (x) (c) n {1 – F(x)}n–1 (d) {F(x)}n 
 

149.  X    ,      4   
)E(X

)E(X
2

4
    -  

 (a) 3 (b) 4 (c) 12 (d) 48 
 

150.  X1, X2 … Xn n     f(x, ) = 
1
 e–x/ ; x > 0,  > 0     

              

 (a) –x (b) –x / log e2 (c) –x log e2 (d) log e2 / –x 
 

151.                      
 ?   

 (a)     , , , ,        
,       

  (b)          
 (c)  (a)  (b) 

 (d)   (a)    (b) 
 

152. 7   4               
 - 

 (a) 2    14    (b) 4    7    

 (c) 7    4    (d)       
 

153.     6   5        MSSB = 20,      

MSST = 25, TSS = 245       

 (a) 20 (b) 15 (c) 4 (d) 2 
 

154.           b (x ; n, p)      ?  

 (a) n = 200, q = 0.98  (b) n = 60, p = 0.32 
 (c) n = 50, q = 0.79   (d) n = 10, p = .03 
 

155.  T,            :  
 (1)      T      
 (2)    T       
        ?  

 (a)  (1) (b)  (2) (c)  (1)  (2) (d)   (1)   (2) 
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156. A two way ANOVA table is given below with some missing values :   

Source D.f. S.S. M.S.S. F – Ratio 

Rows 2 Y 0.4913 11.75 

Columns 3 3.4167 Z 27.25 

Error X 0.2508 0.0418 –– 

Total 11 4.6500 –– –– 

 What are the values of (X, Y, Z) ? 

 (a) (6, 0.9825, 9.2423)  (b) (6, 0.9825, 1.1389) 

 (c) (2, 0.9825, 1.1389)  (d) (4, 1.1389, 0.9825) 
 

157. The moment generating function of a random variable is (0.7 + 0.3 et)10, what are its mean 
and variance ? 

 (a) (2.1, 3) (b) (2.1, 7) (c) (3, 2.1) (d) None of the above 
 

158. Given below are the values of a discrete random variable X and the corresponding values of 
its c.d.f. What will be the value of P (1 < x < 3)  

x 0 1 2 3 4 

F(x) 0.15 0.45 0.70 0.90 1.00 

 (a) 0.25 (b) 0.45 (c) 0.65 (d) 0.75 
 

159. For a random variable X, P(X = 0) = 









2k

1
1 and P(X = + 1) = P(X = – 1) = 

1
2 k2 where           

k is constant greater than 1 and 2 is the variance of X. Which one among the following is 
true ?  

 (a) P(| X | > k) < 
1
k2   (b) P(| X | > k) = 

1
k2 

 (c) P(| X | > k) > 









2k

1
1  (d) None of the above 

 

160. Let X be a continuous random variable with p.d.f. f(x) and c.d.f. F(x). Y is defined as                         
Y = F(x). Then what is the standard deviation of Y ?    

 (a) 
1
2 (b) 

1
2 3

 (c) 
1

12 (d) None of the above  

 

161. Let X~ = (X1 , X2 , X3)  follows a 3-variate normal distribution with mean vector zero and 

covariance matrix  = 



















2
104

1

04
10

4
101

 what is the value of E[X1 | (X2, X3)] 

 (a) 
1
2 (X2 + X3) (b) 2

X3  (c) 3X  (d) 
1
4 2X  + 

1
2 3X  
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156.         ANOVA     :   

        F –  

 2 Y 0.4913 11.75 

 3 3.4167 Z 27.25 

 X 0.2508 0.0418 –– 

 11 4.6500 –– –– 

 (X, Y, Z)     ? 

 (a) (6, 0.9825, 9.2423)  (b) (6, 0.9825, 1.1389) 
 (c) (2, 0.9825, 1.1389)  (d) (4, 1.1389, 0.9825) 
 

157.        (0.7 + 0.3 et)10,       ? 

 (a) (2.1, 3) (b) (2.1, 7) (c) (3, 2.1) (d)      
 

158.      X          c.d.f.       
  P (1 < x < 3)      ?  

x 0 1 2 3 4 
F(x) 0.15 0.45 0.70 0.90 1.00 

 (a) 0.25 (b) 0.45 (c) 0.65 (d) 0.75 
 

159.    X   P(X = 0) = 









2k

1
1  P(X = + 1) = P(X = – 1) = 

1
2 k2  k  

        2 X             ?  

 (a) P(| X | > k) < 
1
k2   (b) P(| X | > k) = 

1
k2 

 (c) P(| X | > k) > 









2k

1
1  (d)      

 

160.  X          (p.d.f.) f(x)     

(c.d.f.) F(x)   Y      Y = F(x)  Y      ?    

 (a) 
1
2 (b) 

1
2 3

 (c) 
1

12 (d)       
 

161.  X~ = (X1 , X2 , X3)   3-             

   = 



















2
104

1

04
10

4
101

  E[X1 | (X2 , X3)]     ? 

 (a) 
1
2 (X2 + X3) (b) 2

X3  (c) 3X  (d) 
1
4 2X + 

1
2 3X  
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162. Which average is affected the most by extreme observations ?  

 (a) Mode (b) Median (c) Arithmetic Mean (d) Geometric Mean 
 

163. The first and third quartiles of a frequency distribution are 30 and 75 and its coefficient of 
skewness is 0.6. The median of the frequency distribution is   

 (a) 39 (b) 40 (c) 38 (d) 41 
 

164. Which of the following is not a discrete variable ?  

 (a) Height of students in a class (b) Number of pages in a book 
 (c) Number of rooms in a house (d) Number of students in a college  
 

165. When the correlation coefficient between two random variables is r = 0, then the two 
regression lines  

 (a) are perpendicular to each other  (b) are parallel to each other  
 (c) coincide with each other  (d) do not exist  
 

166. Let X and Y be independent random variables each distributed with N(0, 1), then the value 
of E(X – Y)4 will be  

 (a) 3 (b) 12 (c) 6 (d) 16 
 

167. Median can be located by which of the following ?  

 (a) Frequency polygon  (b) Ogive curve 
 (c) Frequency curve  (d) Histogram 
 

168. The coefficient of variation of the first n natural numbers is :  

 (a) 100
1n
1n











 (b) 100
1n

1n 2

1












 (c) 100
1n









n

 (d)   100
1n3

1n 2

1















 

 

169. The variance of 5 observations 92, 82, 72, 62 and 52 is 200. Then what should be the variance 
of 57, 67, 77, 87 and 97 ? 

 (a) 205 (b) 190 (c) 200 (d) None of the above 
 

170. If V(X – Y) > V(X + Y) and r is the correlation coefficient between X and Y, then which of 
the following is true ?  

 (a) r = 1 (b) r = 0 (c) r > 0 (d) r < 0 
 

171. In usual notations, if r12 = k, r23 = – k, then the range for r13 is   

 (a) 1 – k2 < r13 < 1 + k2  (b) 1 + 2k < r13 < 1 – k2 
 (c) 1 < r13 < 1 – 2k2  (d) –1 < r13 < 1 – 2k2 
 

172. Regression coefficients are independent of change of :  

 (a) Origin and scale  (b) Origin but not scale 
 (c) Scale but not origin  (d) None of the above  
 

173. The most appropriate diagram to represent the distribution of national plan outlay of a 
country in different sectors of economy is  

 (a) Pie diagram (b) Histogram (c) Ogive (d) Frequency polygon  
 

174. The rank correlation coefficient between the marks obtained by a group of students in two 
subjects is 0.6. If sum of squares of difference in their marks is 224, what is the number of 
students in the group ? 

 (a) 10 (b) 12 (c) 15 (d) 100 
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162.           ? 

 (a)  (b)  (c)   (d)   

 

163.          30  75      0.6 ,  
     –  

 (a) 39 (b) 40 (c) 38 (d) 41 

 

164.         ?  

 (a)       (b)       

 (c)       (d)        

 

165.         r = 0 ,      

 (a)        (b)        

 (c)        (d)      

 

166.  X  Y     N(0, 1)  ,  E(X – Y)4    –  

 (a) 3 (b) 12 (c) 6 (d) 16 

 

167.            ? 

 (a)   (b)   (c)   (d)  

 

168.  n       :    

 (a) 










1 n 

1 n 
  100 (b) 

2
1

1 n 

1 n 











  100 (c) 







1 n 

n
  100 (d) 

2
1

1) 3(n 

1 n 











  100 

 

169.   92, 82, 72, 62  52   200    57, 67, 77, 87  97     
 ? 

 (a) 205 (b) 190 (c) 200 (d)      

 

170.  V(X – Y) > V(X + Y)  r, X  Y     ,       
  ? 

 (a) r = 1 (b) r = 0 (c) r > 0 (d) r < 0 
 

171.   ,  r12 = k, r23 = –k  r13     ? 

 (a) 1 – k2 < r13 < 1 + k2  (b) 1 + 2k < r13 < 1 – k2
 

 (c) 1 < r13 < 1 – 2k2  (d) –1 < r13 < 1 – 2k2
 

 

172.          

 (a)      (b)     

 (c)      (d)      

 

173.                     – 

 (a)   (b)  (c)  (d)   

 

174.                  0.6    
         224          ? 

 (a) 10 (b) 12 (c) 15 (d) 100 



Series-A 36  ASS 

175. In usual notations, if for a frequency distribution 2 < 3, then its frequency curve will be  

 (a) Leptokurtic (b) Mesokurtic (c) Platykurtic (d) Normal curve  
 

176. Cost of living at two different cities can be compared with the help of  

 (a) Consumer’s Price Index (b) Purchasing power of money 
 (c) Both (a) and (b)   (d) Neither (a) nor (b) 
 

177. np chart is a control chart for which one among the following ?  

 (a) Fraction defective  (b) No. of defects per unit 
 (c) No. of defectives  (d) None of the above  
 

178. In the construction of which chart, Poisson distribution is used ?  

 (a) X - Chart (b) R - Chart  (c) p - Chart (d) c - Chart 
 

179. Which of the following is another term for the Net National Product at Factor Cost ?  

 (a) Personal Income  (b) National Income 
 (c) Gross National Product (d) Net Domestic Product 
 

180. Which of the following is/are the publications of DES (Directorate of Economics and 
Statistics), Govt. of India ? 

 (a) Indian Agricultural Statistics  (b) Agricultural Situation in India  
 (c) Both (a) and (b)   (d) Neither (a) nor (b) 
 

181. In usual notations, if r12 = 0.9, r13 = 0.75, r23 = 0.7, then R1.23 will be  

 (a) 0.681 (b) 0.742 (c) 0.916 (d) None of the above  
 

182. In simple random sampling, what is the probability of including any specified unit in the 
sample if N and n are sizes of population and sample respectively ?  

 (a) 
N

1
 (b) 

n

1
 (c) 

N

n
 (d) None of the above 

 

183. A sampling frame is  

 (a) List of all units in the population (b) Group of sampling units 
 (c) List of all units in the sample (d) List of sampling units 
 

184. Local control in experimental designs is meant to  

 (a) Increase the efficiency of the design (b) Reduce experimental errors 
 (c) To form homogeneous blocks  (d) All of the above  
 

185. In one way classification with more than two treatments, the equality of treatment means is 
tested by  

 (a) Z test (b) 2 test (c) F test (d) None of the above  
 

186. If the correlation coefficient between X and Y is 0.5, X = 2Y and the angle between the 

regression lines is , then  is equal to 

 (a) sin–1 3/5 (b) sin–1 2/3 (c) tan–1 3/5 (d) tan–1 2/3 
 

187. By which one among the following methods, secular trend of time series is measured ?  

 (a) Variate difference method (b) Periodogram analysis 
 (c) Link relative method (d) Moving average method  
 

188. Who propounded the theory of regression in statistics ?  

 (a) Bowley (b) Sir Francis Galton (c) Karl Pearson  (d) Wales and Roberts  
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175.      ,       2 < 3,      –  

 (a)    (b)    (c)    (d)   
 

176.                  :   

 (a)     (b)     

 (c) (a)  (b)    (d)  (a)    (b) 
 

177.        np      ? 

 (a)    (b)      

 (c)      (d)      
 

178.             ? 

 (a) X - (b) R- (c) p- (d) c- 
 

179.                   ? 

 (a)   (b)   (c)    (d)    
 

180.        (...)      ? 

 (a)     (b)      

 (c)  (a)  (b)   (d)   (a)    (b) 
 

181.   ,  r12 = 0.9, r13 = 0.75, r23 = 0.7  R1.23    –  

 (a) 0.681 (b) 0.742 (c) 0.916 (d)       

 

182.                  N  
n       ?  

 (a) 
N

1
 (b) 

n

1
 (c) 

N

n
 (d)      

 

183.         

 (a)       (b)     

 (c)       (d)     
 

184.          

 (a)        (b)       

 (c)      (d)   
 

185.                 –  

 (a) Z  (b) 2  (c) F  (d)      

 

186.  X  Y     0.5, X = 2Y         ,  
     

 (a) sin–1 3/5 (b) sin–1 2/3 (c) tan–1 3/5 (d) tan–1 2/3 
 

187.                  ?  

 (a) -    (b)    

 (c)     (d)    
 

188.                ?  

 (a)  (b)    (c)   (d)    
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189. If two lines of regression are x + 2y – 5 = 0 and 2x + 3y – 8 = 0, then the correlation 
coefficient between x and y is  

 (a) – 3/2  (b) –2 / 3  (c) 3/4  (d) 1 
 

190. For which one of the following ( X , R) chart is used ? 

 (a) Product control (b) Material control (c) Process control (d) None of the above 
 

191. The range of partial correlation coefficient r12.3 is  

 (a) –1 to +1 (b) 0 to +1 (c) 0 to   (d) None of these 
 

192. In a statistically controlled process, what type of variations are found ?  

 (a) Random (b) Normal (c) Non-Random (d) Any type 
 

193. The Central Statistical Organization was established in the year ?  

 (a) 1947 (b) 1950 (c) 1951 (d) 1961 
 

194. The agriculture census is conducted on  

 (a) Annual Basis   (b) Quinquennial Basis 
 (c) Decadal Basis   (d) None of the above 
 

195. A double sampling plan is  

 (a) always more efficient than single sampling plan 
 (b) usually more efficient than single sampling plan 
 (c) never more efficient than single sampling plan 
 (d) None of the above  
 

196. Let X and Y be two independent variables with variances 1
2 and 2

2 respectively. Then 
what is the correlation coefficient between X and (X + Y) ?  

 (a) 1 / ( 1
2 + 2

2 )  (b) 2 / ( 1
2 + 2

2 ) 

 (c) 1 2 / ( 1
2 + 2

2 ) (d) None of the above  
 

197. Periodogram analysis is the method of determining which one among the following ?  

 (a) Seasonal variation  (b) Secular trend 
 (c) Random component  (d) Cyclical variation  
 

198. Consider a population of size N = 500 with population mean 45 and population variance (s2) = 15. 
Let –yw and –ywo are the sample means when a simple random sample of size 100 is drawn with 
and without replacement respectively. Then what is the value of V(–yw) | V(–ywo) ?   

 (a) 400 | 499  (b) 499 | 400 (c) 1497 | 80 (d) 6225 | 499 
 

199. From a population of size 50 a simple random sample of size 10 is drawn without 
replacement. What is the probability that a pre-specified group of 10 units is selected in the 
sample ?  

 (a) 10/50 (b) 1/50C10 (c) 1/1050 (d) 1/5010 
 

200. A transportation problem is called balanced if  

 (a) Total availability of items = Total demand of items  
 (b) Total availability of items > Total demand of items 
 (c) Total availability of items < Total demand of items 
 (d) None of the above 

__________ 
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189.      x + 2y – 5 = 0  2x + 3y – 8 = 0 ,  x  y    
  –  

  (a) – 3/2  (b) –2 / 3  (c) 3/4  (d) 1 
 
 

190.      ( X , R)     ? 
 (a)   (b)   (c)   (d)      

 

191.    r12.3     
 (a) –1  +1 (b) 0  +1 (c) 0    (d)     

 

192.             ?  

 (a)  (b)  (c)   (d)     
 

193.          ?  

 (a) 1947 (b) 1950 (c) 1951 (d) 1961 

 

194.        
 (a)      (b)     

 (c)      (d)      
 

195.  -   

 (a)           

 (b)           

 (c)          

 (d)      
 

196.  X  Y        1
2  2

2    X  (X + Y)    
   ?  

 (a) 1 / ( 1
2 + 2

2 )   (b) 2 / ( 1
2 + 2

2 ) 

 (c) 1 2 / ( 1
2 + 2

2 ) (d)      

 

197.               ?  

 (a)   (b)   (c)   (d)   

 

198.  N = 500     45   (s2) = 15     –yw  –ywo  
                    
100       V(–yw) | V(–ywo)     ?   

 (a) 400 | 499  (b) 499 | 400 (c) 1497 | 80 (d) 6225 | 499  

 

199.  50     10                 
10               ?  

 (a) 10/50 (b) 1/50C10 (c) 1/1050 (d) 1/5010
 

  

200.         

 (a)     =     

 (b)     >     

 (c)     <     

 (d)      

____________  
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